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Learning Goals
1. Choices embed values
2. Define Bias & Fairness

3. Normative vs. Descriptive 
4. Problem Formulation, Representation & Long Tail
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Learning Goals
1. Choices embed values

2. Define Bias, Fairness, Problem Formulation, Long Tail ...
3. Keep Mehran, Chris, and Juliette Busy in the Chat 
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Mid-Quarter Evaluations
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Assignment 5: Sneak Preview
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Assignment 5: Ratings
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Assignment 5: Ratings
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Are These Ratings Biased? 
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What is in the Dataset?
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You Have The Power to Find Out:

CS Skills
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Bias: difference between measured 
results and “true” value

What is Bias?
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Bias: difference between measurement 
results and “true” value

“Sampling Bias”

Statistical Bias: learn more in future 
computer science & statistics classes!

What is Bias?
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Bias: difference between measurement 
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Bias: difference between measurement 
results and “true” value

What kinds of bias 
raise ethical concerns?

What is Bias?
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Biased measurement or classification 

+ use of that bias to compound 
existing injustice or fail to 
treat all as having equal moral 
worth

=> Unfair Bias

Discriminatory Bias
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How might this definition of work 
in ratings?

Unfair Bias in Ratings
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Equality of Opportunity: everyone has same 
opportunity to develop skills needed for the 
job, apply for the job, and get promoted.

Equality of Opportunity?
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–

Parity: Equality of Numbers
Parity: Everyone is equally likely to be a good 
teacher, so we should expect to end up with 
number of good teachers equal to population.
Parity-fair ratings should reflect this. 
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Measures of Fairness
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Fairness: Beyond the Numbers
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Evaluation Beyond the Numbers

GREAT

EVERYTHING!

NATURAL 
TEACHER
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Descriptive language

• is
• was
• what people did 
• what happened

Normative language

• right
• wrong
• good
• bad
• should
• should not 

Descriptive vs. Normative
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Descriptive or Normative?
NATURAL 
TEACHER
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Both descriptive and normative: 
“thick” normative terms 
• brave (foolhardy)
• cowardly (cautious)
• kind, rude, chill, etc.

Descriptive vs. Normative

Descriptive Normative
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Thick Normative Terms
“Thick” normative terms are both 
descriptive AND normative:
• brave : foolhardy
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Thick Normative Terms
“Thick” normative terms are both 
descriptive AND normative:
• brave : foolhardy
• Cowardly : cautious
• Polite : (?)
• rude : (?)
• chill
• kind
• etc
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Thick Normative Terms
Thick Normative Terms & Fairness
• We compare people in many ways, 
not just numerically

• Thick normative terms express 
“loaded” judgments 
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Mark Zuckerberg on whether Facebook would 
fact-check false claims about election 
suppression: 

• 1. “We have a different policy, I think, 
than Twitter on this.”

• 2. “You know, I just believe strongly 
that Facebook shouldn’t be the arbiter 
of truth of everything that people say 
online.”

• 3. “I think in general private companies 
probably shouldn’t be—or, especially 
these platform companies—shouldn’t be in 
the position of doing that.”

Are These Claims Descriptive or Normative?
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Not surprising that statements 
setting the policy for platforms 
would be normative. What about 
the programs behind the 
platforms themselves?

Do programs like the ones you 
are writing contain normative 
claims or values?

Are These Claims Descriptive or Normative?
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How are values 
embedded in design?
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1. Problem Formulation Embeds Values

Formulating a problem means 
describing the desired solution as 
good or worthy of being done.
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Formulating a problem means describing 
the desired solution as good or worthy 
of being done.

• What is the problem to be solved?

• For whom is this a problem? Who would 
benefit from its solution?

• Who can agree that this is a problem worth 
solving?

Problem formulation and goal statements are 
normative
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“Homeless people are 
sleeping here and we 
(who is we?) want them 
to stop”

What is the problem to be solved?
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“Homeless people are 
sleeping here and we 
(who is we?) want them 
to stop”

“Some people in our 
community don’t have a 
place to sleep and we (who 
is we?) think they should”

What is the problem to be solved?
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“Homeless people are 
sleeping here and we 
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place to sleep and we (who 
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What is the problem to be solved?
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Search Engines Ratings of Professors

Problem formulation embeds values

What is the Problem to be Solved?
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Ratings of 
Professors

What are the Problem(s) to be Solved?

What are the problem(s) 
to be solved?

For whom are these 
problems? Who would 
benefit from their 
solution(s)?

For each problem, who 
can agree that the 
problem is worth 
solving?



Piech + Sahami, CS106A, Stanford University

Search Engines

What are the Problem(s) to be Solved?

What are the problem(s) 
to be solved?

For whom are these 
problems? Who would 
benefit from their 
solution(s)?

For each problem, who 
can agree that the 
problem is worth 
solving?
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2. Choice of Data Embeds Values

• Surveys are cheap 
to run

• They measure 
opinions

• What are other 
ways to measure 
quality of 
professors?
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Underrepresentation & The Long Tail
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Unicode & Representation
Covers over 1 million symbols, 
Full coverage of 90 languages, 
basic coverage for 200 languages   



Piech + Sahami, CS106A, Stanford University

Representation & Surveys
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Representation & Survey Data

If I had a 
different 

experience, my  
ratings may not 

affect the 
numerical 

average – but 
they matter! 
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Representation & Search

I want to see 
myself 

represented in 
search in my own 
terms, but other 
people are using 
different terms 
to describe me 
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Learning Goals
1. Choices embed values
2. Define Bias & Fairness

3. Normative vs. Descriptive 
4. Problem Formulation, Representation & Long Tail
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Questions?
Questions?
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Laws and policies demean when they 
express that a person is of lesser 
moral worth in a context in which 
the actor has the kind of social 
power to lower the status of the 
individuals affected (Hellman, 
2008,7).

Is the same true for bias in data?

Discrimination


