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Announcements

§ Sections start today. Wahoo! Enjoy.
§ PSet #1 is due Friday 1p. Recall grace period.



Today, start with a cool program
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G1 G2 G3 G4 G5 T



100,000
samples

6 observations per sample

G1 G2 G3 G4 G5 T
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G1 G2 G3

G4

G5

p(T | G1 and G2) = 0.9

p(T | ~G1 or ~G2) = 0.2

p(G1) = 0.5

p(G5) = 0.6

p(G2 | G5) = 0.9

p(G2 | ~G5) = 0.2

These genes don’t 
impact T

T
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Discovered Hypothesis
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We’ve gotten ahead of ourselves

Source: The Hobbit
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Start at the beginning

Source: The Hobbit



Review
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P (AB ) = P (A |B )P (B )

Review: Conditional Probability
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Review: Chain Rule

Definition of conditional probability:

𝑃 𝐸|𝐹 = 𝑃 𝐸𝐹
𝑃(𝐹)

The Chain Rule:
𝑃 𝐸𝐹 = 𝑃 𝐸 𝐹 𝑃(𝐹)
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Relationship Between Probabilities

12

𝑃 𝐸

𝑃 𝐸|𝐹
Law of Total

Probability

Definition of
conditional probability

Chain rule
(Product rule)

𝑃 𝐸 and 𝐹

𝑃 𝐹|𝐸

Bayes’
Theorem



End Review



Today

ANDOR

P(E È F) P(EF)

Just Add! Inclusion 
Exclusion

Chain RuleJust Multiply

DeMorgan’s

Independent?

Mutually 
Exclusive?
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Probability of “OR”



P (E [ F ) = P (E ) + P (F )

If events are mutually exclusive, probability of OR is simple:

7/50 4/50

Review: OR with Mutually Exclusive Events
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P (E [ F ) = P (E) + P (F )

If events are mutually exclusive, probability of OR is simple:

7/50 4/50

Review: OR with Mutually Exclusive Events



If events are mutually exclusive, probability of OR is simple:

7 4 11
P (E [ F ) = 50 + 5 = 50

7/50 4/50

Review: OR with Mutually Exclusive Events
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P (E [ F ) = P (E) + P (F )

If events are mutually exclusive, probability of OR is simple:

7/50 4/50

P (E [ F ) =
7

50
+

4

5
=

11

50

7/50 4/50

Review: OR with Mutually Exclusive Events



What about when they are not
Mutually exclusive?
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P (E [ F ) = P (E ) + P (F )—P (E F )

AKA
Inclusion Exclusion

ORwithoutMutually Exclusive Events
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P (E [ F ) = P (E) + P (F )� P (EF )

AKA
Inclusion Exclusion

OR withoutMutually Exclusive Events



Piech, C5S1009,Stanfo5rd0Universi5ty0+ — =
8 14 3 19

50
P (E | F ) =

AKA
Inclusion Exclusion

ORwithoutMutually Exclusive Events
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P (E [ F ) =

8

50
+

14

50
� 3

50
=

19

50
P (E [ F ) = P (E) + P (F )� P (EF )

AKA
Inclusion Exclusion

OR withoutMutually Exclusive Events



More than two sets?



E

F G
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P (E or F o r G ) =

Inclusion / Exclusion with Three Events
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E

F G

P (E [ F [G) =

Inclusion / Exclusion with Three Events



E

1

F G
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1
11

P (E [ F [ G ) = P (E )

Inclusion / Exclusion with Three Events
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E

F G

1

1
11

P (E [ F [G) = P (E) + P (F ) + P (G)

Inclusion / Exclusion with Three Events



E

1

F G
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2
12

1 1

P (E [ F [ G ) = P (E ) + P (F )

Inclusion / Exclusion with Three Events
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E

F G

1

2
12

1 1

P (E [ F [G) = P (E) + P (F ) + P (G)

Inclusion / Exclusion with Three Events



E

1

2 2
3

1 12
F G
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P (E [ F [ G ) = P (E ) + P (F ) + P (G )

Inclusion / Exclusion with Three Events
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E

F G

1

2
21

1 2 1

P (E [ F [G) = P (E) + P (F ) + P (G)

�P (EF )� P (EG)� P (FG)

Inclusion / Exclusion with Three Events



P (E [ F [ G ) = P (E ) + P (F ) + P (G )

— P (E F )

E  

1

1 2
2

1 12
F G
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Inclusion / Exclusion with Three Events
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E

F G

1

1
11

1 1 1

P (E [ F [G) = P (E) + P (F ) + P (G)

�P (EF )� P (EG)� P (FG)

+P (EFG)

Inclusion / Exclusion with Three Events
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E

F G

1

0
11

1 1 1

P (E [ F [G) = P (E) + P (F ) + P (G)

�P (EF )� P (EG)� P (FG)

Inclusion / Exclusion with Three Events
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E

F G

1

1
11

1 2 1

P (E [ F [G) = P (E) + P (F ) + P (G)

�P (EF )� P (EG)� P (FG)

Inclusion / Exclusion with Three Events



1
1 12

F G
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11

P (E [ F [ G ) = P (E ) + P (F ) + P (G )

— P (E F ) — P (E G )

E  

1

Inclusion / Exclusion with Three Events
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E

F G

1

0
11

1 1 1

P (E [ F [G) = P (E) + P (F ) + P (G)

�P (EF )� P (EG)� P (FG)

Inclusion / Exclusion with Three Events



E
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F G

1

1
11

1 1 1

P (E [ F [ G ) = P (E ) + P (F ) + P (G )

— P (E F ) — P (E G ) — P (F G )

+ P (E F G )

Inclusion / Exclusion with Three Events
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E

F G

1

1
11

1 1 1

P (E [ F [G) = P (E) + P (F ) + P (G)

�P (EF )� P (EG)� P (FG)

+P (EFG)

Inclusion / Exclusion with Three Events



n
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P (E1 [ E2 [ ···[ E ) =
nX

r=1
X

r+1(—1) Yr

* Where Yr is the sum, for all combinations of r events, of the probability of the 
union those events.

Y1 = Sum of all events on their own
i

iP (E )

X

i , j , k

P (E i \ E j \ E k )
s.t.i =6 j , j 6= k, i =6

k

X

i , j

P (E i \ E j )
s.t.i =6j

Y2 = Sum of all pairs of events

Y3 = Sum of all triples of events

General Inclusion / Exclusion
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P (E1 [ E2 [ · · · [ En) =
nX

r=1

(�1)r+1Yr

* Where Yr is the sum, for all combinations of r events, of the probability of the 
union those events.

Y1 = Sum of all events on their own
X

i

P (Ei)

X

i,j,k

P (Ei \ Ej \ Ek)
s.t.i 6= j, j 6= k, i 6= k

X

i,j

P (Ei \ Ej)
s.t.i 6= j

Y2 = Sum of all pairs of events 

Y3 = Sum of all triples of events

General Inclusion / Exclusion
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Today

ANDOR

P(E È F) P(EF)

Just Add! Inclusion 
Exclusion

Chain RuleJust Multiply

DeMorgan’s

Independent?

Mutually 
Exclusive?

P (E F ) = P (E |F )P (F )
P (E [ F ) = P (E ) + P (F )—P (E F )

Today

ANDOR

P(E È F) P(EF)

Just Add! Inclusion 
Exclusion

Chain RuleJust Multiply

DeMorgan’s

P (EF ) = P (E|F )P (F )

Independent?

Mutually 
Exclusive?

P (E [ F ) = P (E) + P (F )� P (EF )
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Probability of “AND”
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Two events A and B are called independent if:
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Otherwise, they are called dependent events

Independence
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P (A) = P (A|B)

Knowing that event B happened, doesn’t
change our belief that A will happen.



If A is independent of B, then B is independent of A

Piech, CS109, Stanford University

Independence is reciprocal
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P (A) = P (A|B)
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P (B|A) =
P (A|B)P (B)

P (A)

=
P (A)P (B)

P (A)

= P (B)
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P (B|A) = P (B)

Proof:
Bayes’ Thm.

Because A is independent of B
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Probability of and

Since B is independent of A

Alternative Definition of Independence
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P (A,B) = P (A) · P (B|A)

= P (A) · P (B)

If you show this is true, you have proved the 
two events are independent!



If events are independent
probability of AND is easy!

*You will need to use this “trick” with high probability
Piech, CS109, Stanford University



What is P(E), P(G), and P(EG)?
§ P(E) = 1/6, P(G) = 4/36 = 1/9, P(EG) = 1/36
§ P(EG) ¹ P(E) P(G) à E and G dependent

Piech, CS109, Stanford University

Roll two 6-sided dice, yielding values D1 and D2
§ Let E be event: D1 = 1
§ Let F be event: D2 = 1

What is P(E), P(F), and P(EF)?
§ P(E) = 1/6, P(F) = 1/6, P(EF) = 1/36
§ P(EF) = P(E) P(F) à E and F independent

Let G be event: D1 + D2 = 5 {(1, 4), (2, 3), (3, 2), (4, 1)}

Dice, our misunderstood friends



What does independence look like?



A

B

S

|A B | = |A |⇥ |B |
|S | |S | |S |

Independence Definition 1:

P (A B ) = P (A )P (B )
0

Piech, CS109, Stanford University

Independence

Piech, CS109, Stanford University

A

B

S

P (AB) = P (A)P (B)

|AB|
|S| =

|A|
|S| ⇥

|B|
|S|

Independence Definition 1:

0

Independence



A
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B

AB

S

Independence Definition 1:

P (A B ) = P (A )P (B )
|A B | = |A |⇥ |B |
|S| |S| |S|

Independence Definition 2:

P (A |B ) = P (A )

|AB| = |A|
|B| |S|

Independence

Piech, CS109, Stanford University

A

B

AB

S

P (AB) = P (A)P (B)

|AB|
|S| =

|A|
|S| ⇥

|B|
|S|

Independence Definition 1:

Independence Definition 2:

P (A|B) = P (A)

|AB|
|B| =

|A|
|S|

Independence



A

S

B

Piech, CS109, Stanford University

AB

This ratio, P(A)… … is the same as this one, P(A|B)

Independence

Piech, CS109, Stanford University

A

S

B

AB

This ratio, P(A)… … is the same as this one, P(A|B)

Independence



A
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B

AB

S

Independence Definition 1:

P (A B ) = P (A )P (B )
|A B | = |A |⇥ |B |
|S| |S| |S|

Independence Definition 2:

P (A |B ) = P (A )

|AB| = |A|
|B| |S|

Independence
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A

B

AB

S

P (AB) = P (A)P (B)

|AB|
|S| =

|A|
|S| ⇥

|B|
|S|

Independence Definition 1:

Independence Definition 2:

P (A|B) = P (A)

|AB|
|B| =

|A|
|S|

Independence



A

|A B |
|B|

|A |
|S|=
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B

AB

S

Independence Definition 1:

P (A B ) = P (A )P (B )
|A B | = |A |⇥ |B |
|S| |S| |S|

Independence Definition 2:

P (A |B ) = P (A )

Dependence
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A

B

AB

S

P (AB) = P (A)P (B)

|AB|
|S| =

|A|
|S| ⇥

|B|
|S|

Independence Definition 1:

Independence Definition 2:

P (A|B) = P (A)

|AB|
|B| =

|A|
|S|

Dependence



More Intuition through proofs:



So if A and B are independent A and BC are 
also independent

Piech, CS109, Stanford University

Given independent events A and B, prove that A and 
BC are independent

We want to show that P(ABC) =P(A)P(BC)

P (AB C ) = P (A ) — P (AB )
= P (A ) — P (A )P (B )
= P (A )[1 — P (B )]

= P (A )P (B C )

By Total Law of Prob.
By independence 

Factoring

Since P(B) + P(BC) =1

Independence

Piech, CS109, Stanford University

Given independent events A and B, prove that A and 
BC are independent

P (ABC) = P (A)� P (AB)

= P (A)� P (A)P (B)

= P (A)[1� P (B)]

= P (A)P (BC)

We want to show that P(ABC) = P(A)P(BC)

P (ABC) = P (A)� P (AB)

= P (A)� P (A)P (B)

= P (A)[1� P (B)]

= P (A)P (BC)

P (ABC) = P (A)� P (AB)

= P (A)� P (A)P (B)

= P (A)[1� P (B)]

= P (A)P (BC)

P (ABC) = P (A)� P (AB)

= P (A)� P (A)P (B)

= P (A)[1� P (B)]

= P (A)P (BC)

P (ABC) = P (A)� P (AB)

= P (A)� P (A)P (B)

= P (A)[1� P (B)]

= P (A)P (BC)

By Total Law of Prob.
By independence

Factoring
Since P(B) + P(BC) = 1

So if A and B are independent A and BC are 
also independent 

Independence



Generalization



Piech, CS109, Stanford University

General definition of Independence:
Events E1 , E2 , ..., En are independent if for every subset
with r elements (where r £ n) it holds that:

P(E1'E2'E3'...Er ' ) = P(E1' )P(E2 ' )P(E3' )...P(Er ' )

Example: outcomes of n separate flips of a coin are all 
independent of one another
§ Each flip in this case is called a “trial” of the 

experiment

Generalized Independence



Math > Intuition



Piech, CS109, Stanford University

Roll two 6-sided dice, yielding values D1 and D2

§ Let E be event: D1 = 1
§ Let F be event: D2 = 6
§Are E and F independent? 
Let G be event: D1 + D2 = 7
§ Are E and G independent?
§ P(E) = 1/6, P(G) = 1/6,
§ Are F and G independent?

Yes!
P(E G) = 1/36
Yes!

[roll (1, 6)]

§ P(F) = 1/6, P(G) = 1/6, P(F G) = 1/36
§ Are E, F and G independent? No!
§ P(EFG) = 1/36 ¹ 1/216 = (1/6)(1/6)(1/6)

[roll (1, 6)]

Yes!

Two Dice



New Ability



Properties of Pairs of Events

Mutually Exclusive Independent
<latexit sha1_base64="EwwEW5/FF44dzjLa82UfYUiNYhg=">AAAB+HicbVDLSgMxFL3js9ZHR126CRah3ZQZKepGqLpxWcE+oB1KJs20oZnMkGSEOvZL3LhQxK2f4s6/MW1noa0HLvdwzr3k5vgxZ0o7zre1srq2vrGZ28pv7+zuFez9g6aKEklog0Q8km0fK8qZoA3NNKftWFIc+py2/NHN1G89UKlYJO71OKZeiAeCBYxgbaSeXaiXrsroEpmGntB1uWcXnYozA1ombkaKkKHes7+6/YgkIRWacKxUx3Vi7aVYakY4neS7iaIxJiM8oB1DBQ6p8tLZ4RN0YpQ+CiJpSmg0U39vpDhUahz6ZjLEeqgWvan4n9dJdHDhpUzEiaaCzB8KEo50hKYpoD6TlGg+NgQTycytiAyxxESbrPImBHfxy8ukeVpxzyrVu2qxVsviyMERHEMJXDiHGtxCHRpAIIFneIU369F6sd6tj/noipXtHMIfWJ8/seyQhw==</latexit>

P (A) = P (A|B)
<latexit sha1_base64="iaw3/VESuU6OpLyy2kJEUCNWa0Q=">AAACAHicbVA9SwNBEN2LXzF+nVpY2CwGITbhToLaCFEbywjmA5Ij7G02yZK9vWN3TgzHNf4VGwtFbP0Zdv4bN8kVmvhg4PHeDDPz/EhwDY7zbeWWlldW1/LrhY3Nre0de3evocNYUVanoQhVyyeaCS5ZHTgI1ooUI4EvWNMf3Uz85gNTmofyHsYR8wIykLzPKQEjde2DWukKd4A9QoKJ7OEUX5/gS+x07aJTdqbAi8TNSBFlqHXtr04vpHHAJFBBtG67TgReQhRwKlha6MSaRYSOyIC1DZUkYNpLpg+k+NgoPdwPlSkJeKr+nkhIoPU48E1nQGCo572J+J/XjqF/4SVcRjEwSWeL+rHAEOJJGrjHFaMgxoYQqri5FdMhUYSCyaxgQnDnX14kjdOye1au3FWK1WoWRx4doiNUQi46R1V0i2qojihK0TN6RW/Wk/VivVsfs9aclc3soz+wPn8ALsuUNQ==</latexit>

P (A and B) = 0

<latexit sha1_base64="IovwDU/ENOpBXE2rKhioh95NXv8=">AAACCXicbVC7SgNBFJ31GeNr1dJmMAgJQtiVoDZCjI1lBPOAZAmzk9lkyOyDmbtiWNLa+Cs2ForY+gd2/o2zyRaaeJp7OOde7r3HjQRXYFnfxtLyyuraem4jv7m1vbNr7u03VRhLyho0FKFsu0QxwQPWAA6CtSPJiO8K1nJH16nfumdS8TC4g3HEHJ8MAu5xSkBLPRPXi1e4C+wBEhxKPMG1Er5MxRI+0aVW6pkFq2xNgReJnZECylDvmV/dfkhjnwVABVGqY1sROAmRwKlgk3w3ViwidEQGrKNpQHymnGT6yQQfa6WPPX2JFwaAp+rviYT4So19V3f6BIZq3kvF/7xODN6Fk/AgioEFdLbIiwWGEKex4D6XjIIYa0Ko5PpWTIdEEgo6vLwOwZ5/eZE0T8v2WblyWylUq1kcOXSIjlAR2egcVdENqqMGougRPaNX9GY8GS/Gu/Exa10yspkD9AfG5w9KzJY9</latexit>

P (A or B) = P (A) + P (B)
<latexit sha1_base64="f00fGjuzyoIop5xHTkAQ5nQ2+Oc=">AAACDnicbZC7SgNBFIZnvcZ4i1raDIZA0oRdCWojxNhYRjAXyC5hdnaSDJmdXWbOimHJE9j4KjYWitha2/k2Ti6FJv4w8PGfczhzfj8WXINtf1srq2vrG5uZrez2zu7efu7gsKmjRFHWoJGIVNsnmgkuWQM4CNaOFSOhL1jLH15P6q17pjSP5B2MYuaFpC95j1MCxurmCvXiFXaBPUCKiQzwGNdK+BIbt4RdGkRgsFbq5vJ22Z4KL4Mzhzyaq97NfblBRJOQSaCCaN1x7Bi8lCjgVLBx1k00iwkdkj7rGJQkZNpLp+eMccE4Ae5FyjwJeOr+nkhJqPUo9E1nSGCgF2sT879aJ4HehZdyGSfAJJ0t6iUCQ4Qn2eCAK0ZBjAwQqrj5K6YDoggFk2DWhOAsnrwMzdOyc1au3Fby1eo8jgw6RieoiBx0jqroBtVRA1H0iJ7RK3qznqwX6936mLWuWPOZI/RH1ucPhtSYnA==</latexit>

P (A and B) = P (A) · P (B)

also:also:



Today

ANDOR

P(E È F) P(EF)

Just Add! Inclusion 
Exclusion

Chain RuleJust Multiply!

Independent?

Mutually 
Exclusive?

DeMorgan’s



Think of the children as independent trials

𝑃 𝐸1𝐸2𝐸3 = 𝑃 𝐸1 𝑃 𝐸2|𝐸1 𝑃 𝐸3|𝐸1𝐸2
= 𝑃 𝐸1 𝑃 𝐸2 𝑃 𝐸3

55Piech, CS109, Stanford University

Two parents both have an (A, a) gene pair.
• Each parent will pass on one of their genes 

(each gene equally likely) to a child.
• The probability of any single child having

curly hair (the recessive trait) is 0.25, independent of other siblings.
• There are three children.

What is the probability that all three children have curly hair?

Let 𝐸1 , 𝐸2 , 𝐸3 be the  
events that child 1, 2,
and 3 have curly hair, 
respectively.



Independence

Two events 𝐸 and 𝐹 are defined as independent if:
𝑃 𝐸𝐹 = 𝑃 𝐸 𝑃(𝐹)

For independent events 𝐸 and 𝐹,
• 𝑃 𝐸 𝐹 = 𝑃(𝐸)
• 𝐸 and 𝐹𝐶 are independent.

56Piech, CS109, Stanford University

new



Independence of complements
Statement:

If 𝐸 and 𝐹 are independent, then 𝐸 and 𝐹𝐶 are independent.
Proof:

Intersection 
Independence of 𝐸 and 𝐹
Factoring
Complement
Definition of independence

𝑃 𝐸𝐹𝐶 = 𝑃 𝐸 − 𝑃(𝐸𝐹)
= 𝑃 𝐸 −	𝑃 𝐸 𝑃(𝐹)
= 𝑃 𝐸 1 − 𝑃(𝐹)
= 𝑃 𝐸 𝑃(𝐹𝐶)

𝐸 and 𝐹𝐶 are independent

57Piech, CS109, Stanford University

Knowing whether 𝐹 does or doesn’t happen
doesn’t change our belief about 𝐸 happening.



Consider the following parallel network:
• 𝑛 independent routers, each with

probability 𝑝i of functioning (where 1 ≤ 𝑖 ≤ 𝑛)
• 𝐸 = functional path from A to B exists.

What is 𝑃 𝐸 ?

Network reliability
𝑝1
𝑝2

𝑝𝑛
…

𝐴 𝐵

58Piech, CS109, Stanford University



Consider the following parallel network:
• 𝑛 independent routers, each with

probability 𝑝i of functioning (where 1 ≤ 𝑖 ≤ 𝑛)
• 𝐸 = functional path from A to B exists.

What is 𝑃 𝐸 ?

Network reliability
𝑝1
𝑝2

𝑝𝑛
…

𝐴 𝐵

𝑃 𝐸 = 𝑃 ≥ 1 one router works
= 1 −	𝑃 all routers fail
= 1 − 1 −	𝑝1 1 − 𝑝2 ⋯ 1− 𝑝𝑛

𝑛

= 1 −	𝖦 1 − 𝑝&
&'1

59Piech, CS109, Stanford University

≥ 1 with independent trials: 
take complement

Piech, CS109, Stanford University

Consider the following parallel network:
• # independent routers, each with

probability $! of functioning (where 1 ≤ ' ≤ #)
• " = functional path from A to B exists. 

What is ( % ?

57

Network reliability
$"
$#

$$
…

) *

( % = ( ≥ 1 one router works
= 1 − ( all routers fail
= 1 − 1 − /! 1 − /" ⋯ 1 − /%

= 1 −1
&'!

%
1 − /& ≥ 1 with independent trials: 

take complement



Say a coin comes up heads with probability p
§ Flip the coin n times
§ Each coin flip is an independent trial
§ What is the probability of exactly k heads?

Piech, CS109, Stanford University

The Most Important Core Probability Question



Say a coin comes up heads with probability p
§ Flip the coin n times
§ Each coin flip is an independent trial
§ What is the probability of exactly k heads?

The Most Important Core Probability Question

Piech, CS109, Stanford University



PedagogicalPause

ANDOR

P(E È F) P(EF)

Just Add! Inclusion 
Exclusion

Chain RuleJust Multiply!

DeMorgan’s

Independent?

Mutually 
Exclusive?



Piech, CS109, Stanford University

SetsReview



§ S = {1, 2, 3, 4, 5, 6} die roll outcome
§ E = {1, 2} F = {2, 3} E È F = {1, 2, 3}

E F

Say E and F are events in S

Event that is in E or F
E È F

S

Piech, CS109, Stanford University

Sets Review



E F

Say E and F are events in S

Event that is in E and F
E Ç F

S

Piech, CS109, Stanford University

Sets Review



E F

S

Ec or ~E

Say E and F are events in S

Event that is not in E (called complement of E)

Piech, CS109, Stanford University

Sets Review



Say E and F are subsets of S

Piech, CS109, Stanford University

Sets Review

Which of these two is it?

a) b)

E F

S

<latexit sha1_base64="KaowTAiE3Ni1o0EwVgC1XOnBPSA=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBHqpiRS1GWhKC4r2Ae0sUymk3boJBNmbsQS6q+4caGIWz/EnX/jtM1CW8/qcM693HOPHwuuwXG+rZXVtfWNzdxWfntnd2/fPjhsapkoyhpUCqnaPtFM8Ig1gINg7VgxEvqCtfxRbeq3HpjSXEZ3MI6ZF5JBxANOCRipZxdKV7gL7BFSLBWe4OvT+1rPLjplZwa8TNyMFFGGes/+6vYlTUIWARVE647rxOClRAGngk3y3USzmNARGbCOoREJmfbSWfgJPjFKHwfmeiAjwDP190ZKQq3HoW8mQwJDvehNxf+8TgLBpZfyKE6ARXR+KEgEBomnTeA+V4yCGBtCqOImK6ZDoggF01felOAuvrxMmmdl97xcua0Uq9Wsjhw6QseohFx0garoBtVRA1E0Rs/oFb1ZT9aL9W59zEdXrGyngP7A+vwBhb2TZw==</latexit>

(E or F )C
<latexit sha1_base64="XM6/B1UnMYp2SNLUoJqVSqb50x4=">AAAB/3icbVDLSgNBEJz1GeNrVfDiZTAI8RJ2JajHQFA8RjAPSDZhdnaSDJmdXWZ6xbDm4K948aCIV3/Dm3/j5HHQxIKGoqqb7i4/FlyD43xbS8srq2vrmY3s5tb2zq69t1/TUaIoq9JIRKrhE80El6wKHARrxIqR0Bes7g/KY79+z5TmkbyDYcy8kPQk73JKwEgd+zB/1S7jFrAHSDGRAR7h63b5tGPnnIIzAV4k7ozk0AyVjv3VCiKahEwCFUTrpuvE4KVEAaeCjbKtRLOY0AHpsaahkoRMe+nk/hE+MUqAu5EyJQFP1N8TKQm1Hoa+6QwJ9PW8Nxb/85oJdC+9lMs4ASbpdFE3ERgiPA4DB1wxCmJoCKGKm1sx7RNFKJjIsiYEd/7lRVI7K7jnheJtMVcqzeLIoCN0jPLIRReohG5QBVURRY/oGb2iN+vJerHerY9p65I1mzlAf2B9/gB4w5R4</latexit>

(EC and FC)



Say E and F are subsets of S

Piech, CS109, Stanford University

Sets Review

E F

S

<latexit sha1_base64="ab791Ba9muyF0EsWXbDOp7TSp8E=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhXsKMBPUYCIrHCGaBZAw9PZ2kSU/P0F0jxiH4K148KOLV//Dm39hZDpr4oODxXhVV9fxYcA2O821llpZXVtey67mNza3tHXt3r66jRFFWo5GIVNMnmgkuWQ04CNaMFSOhL1jDH1TGfuOeKc0jeQvDmHkh6Une5ZSAkTr2QeESt4E9QIqJDPAIX53cVTp23ik6E+BF4s5IHs1Q7dhf7SCiScgkUEG0brlODF5KFHAq2CjXTjSLCR2QHmsZKknItJdOrh/hY6MEuBspUxLwRP09kZJQ62Hom86QQF/Pe2PxP6+VQPfCS7mME2CSThd1E4EhwuMocMAVoyCGhhCquLkV0z5RhIIJLGdCcOdfXiT106J7VizdlPLl8iyOLDpER6iAXHSOyugaVVENUfSIntErerOerBfr3fqYtmas2cw++gPr8wctg5PD</latexit>

(E and F )C
<latexit sha1_base64="9Kv6owJvcsJW46xPL6t29EZT+Zg=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1iEuimJFHVZKIrLCvYBbVom00k7dDIJMzdiCQV/xY0LRdz6He78G6ePhbae1eGce7nnHj8WXIPjfFuZldW19Y3sZm5re2d3z94/qOsoUZTVaCQi1fSJZoJLVgMOgjVjxUjoC9bwh5WJ33hgSvNI3sMoZl5I+pIHnBIwUtc+Klx3KrgN7BFSHCk8xjedylnXzjtFZwq8TNw5yaM5ql37q92LaBIyCVQQrVuuE4OXEgWcCjbOtRPNYkKHpM9ahkoSMu2l0/hjfGqUHg7M9SCSgKfq742UhFqPQt9MhgQGetGbiP95rQSCKy/lMk6ASTo7FCQCQ4QnXeAeV4yCGBlCqOImK6YDoggF01jOlOAuvrxM6udF96JYuivly+V5HVl0jE5QAbnoEpXRLaqiGqIoRc/oFb1ZT9aL9W59zEYz1nznEP2B9fkD0FiUHA==</latexit>

(EC or FC)

Which of these two is it?

a) b)



Piech, CS109, Stanford University

In probability:
𝑃 𝐸1 𝖴 𝐸2 𝖴 ⋯𝖴 𝐸𝑛

= 1 −	𝑃 𝐸1 𝖴 𝐸2		𝖴 ⋯𝖴 𝐸𝑛 𝐶

1 2 𝑛= 1 −	𝑃 𝐸𝑐𝐸𝑐 ⋯𝐸𝑐

iGreat if 𝐸𝐶 mutually exclusive!

Great if 𝐸i independent!

DeMorgan’s Laws

66

E F

S 𝐸 ∩ 𝐹 𝐶 = 𝐸𝐶 𝖴 𝐹𝐶 In probability:
𝑃 𝐸1𝐸2⋯𝐸𝑛
= 1− 𝑃 𝐸1𝐸2⋯𝐸𝑛 𝐶

= 1 −	𝑃 𝐸𝐶 𝖴 𝐸𝑐 𝖴 ⋯𝖴 𝐸𝑐
1 2 𝑛

𝐸 𝖴 𝐹 𝐶 = 𝐸𝐶 ∩ 𝐹𝐶

E F

S

De Morgan’s Law lets you alternate between AND and OR.



• British Mathematician who wrote the book “Formal Logic”in 1847
• Celebrity lookalike is Jason Alexander from Seinfeld.

Augustin Demorgan

Jason Alexander



Hash Tables. Hardest Core Probability Question

71Piech, CS109, Stanford University



Hash table fun
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is independent with probability 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?

72Piech, CS109, Stanford University

2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?



Hash table fun
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?

Define: 𝑆i = string 𝑖 hashes 
to bucket 1
𝑆𝐶 = string 𝑖 doesn’ti
hash to bucket 1

𝑃 𝑆i = 𝑝1
i𝑃 𝑆𝐶 = 1 − 𝑝1

73Piech, CS109, Stanford University



Hash table fun
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?

Complement

De Morgan’s Law= 1 −	𝑃 𝑆1 𝑆2 ⋯𝑆𝑚𝐶 𝐶 𝐶

WTF (not-real acronym for Want To Find):

𝑃 𝐸 = 𝑃(𝑆1 𝖴 𝑆2 𝖴 ⋯𝖴 𝑆𝑚 )
= 1 −	𝑃 𝑆1 𝖴 𝑆2 𝖴 ⋯𝖴 𝑆𝑚 𝐶

1= 1 −	𝑃 𝑆𝐶 2𝑃 𝑆𝐶 𝑚⋯𝑃 𝑆𝐶 1= 1 − 𝑃 𝑆𝐶
𝑚

i𝑆 independent trials

= 1 − (1 − 𝑝1)𝑚

𝑃 𝑆i = 𝑝1
i𝑃 𝑆𝐶 = 1 − 𝑝1

Define: 𝑆i = string 𝑖 hashes 
to bucket 1

74Piech, CS109, Stanford University

𝑆𝐶 = string 𝑖 doesn’ti
hash to bucket 1



𝑃 𝐸 =

More hash table fun: Possible approach?
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?

Define 𝐹i= bucket 𝑖 has at 
least one string in it

75Piech, CS109, Stanford University



𝑃 𝐸 =

More hash table fun: Possible approach?
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?

Define 𝐹i= bucket 𝑖 has at 
least one string in it

76Piech, CS109, Stanford University



More hash table fun: Possible approach?
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?

𝐹i bucket events are dependent! So we cannot just add.

Define 𝐹i= bucket 𝑖 has at 
least one string in it𝑃 𝐸 = 𝑃 𝐹1 𝖴 𝐹2 𝖴 ⋯𝖴 𝐹𝑘

77Piech, CS109, Stanford University



More hash table fun: Possible approach?
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?

Define 𝐹i= bucket 𝑖 has at 
least one string in it𝑃 𝐸 = 𝑃 𝐹1 𝖴 𝐹2 𝖴 ⋯𝖴 𝐹𝑘

= 1 −	𝑃 𝐹1 𝖴 𝐹2 𝖴 ⋯𝖴 𝐹𝑘 𝐶

1 2 𝑘= 1 −	𝑃 𝐹𝐶𝐹𝐶⋯𝐹𝐶

=
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𝐹i bucket events are dependent! So we cannot just add.



= 𝑃 buckets 1 to 𝑘 𝐚𝐥𝐥 𝐝𝐞𝐧𝐢𝐞𝐝 𝐬𝐭𝐫𝐢𝐧𝐠𝐬
= 𝑃 each string hashes	to	𝑘 +	1	or higher
= (1	−	𝑝1− 𝑝2…– 𝑝𝑘)𝑚
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• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?

Define 𝐹i= bucket 𝑖 has at 
least one string in it𝑃 𝐸 = 𝑃 𝐹1 𝖴 𝐹2 𝖴 ⋯𝖴 𝐹𝑘
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The fun never stops with hash tables
• 𝑚 strings are hashed (not uniformly) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?

Looking for a challenge? J

✅
✅
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The fun never stops with hash tables
• 𝑚 strings are hashed (unequally) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?
3. 𝐸 = each of buckets 1 to 𝑘 has ≥ 1 string hashed into it?
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The fun never stops with hash tables
• 𝑚 strings are hashed (unequally) into a hash table with 𝑛 buckets.
• Each string hash is an independent trial w.p. 𝑝i of getting hashed into bucket 𝑖.

What is 𝑃 𝐸 if
1. 𝐸 = bucket 1 has ≥ 1 string hashed into it?
2. 𝐸 = at least 1 of buckets 1 to 𝑘 has ≥ 1 string hashed into it?
3. 𝐸 = each of buckets 1 to 𝑘 has ≥ 1 string hashed into it?

Hint: Use Part 2’s event definition:

77

Define 𝐹i= bucket 𝑖 has at 
least one string in it

Hint: Try 𝑘 = 2, then 𝑘 = 3, then generalize.
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Solution
§ Fi = at least one string hashed into i-th bucket
§ P(E) = P(F1F2…Fk) = 1 – P((F1F2…Fk)c)

= 1 – P(F c È F c È…È F c) (DeMorgan’s Law)
1 2 k

= 1 –
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Here weare
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G1 G2 G3 G4 G5 T



100,000
samples

6 observations per sample

G1 G2 G3 G4 G5 T
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Discovered Pattern

…
p(T and G5 | G2) = 0.450 
p(T | G2)p(G5 | G2) = 0.450
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Discovered Pattern
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p(T and G5 | G2) = 0.450 
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G1 G2 G3

G4

G5

p(T | G1 and G2) = 0.9

p(T | ~G1 or ~G2) = 0.2

p(G1) = 0.5

p(G5) = 0.6

p(G2 | G5) = 0.9

p(G2 | ~G5) = 0.2

These genes don’t 
impact T

T
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Only Causal Structure That Fits


