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Review



Where are we 1n CS109?9

You are here

1 > X R § o:
ls N 2 0 Q
Counting Core Random Probabilistic Uncertainty Machine

Theory Probability Variables Models Theory Learning



Uncertainty Theory

Beta Thompson Adding Central Limit
Distributions Sampling Random Vars Theorem

Algorithmic
Analysis

Samphng Bootstrapping



What happens when you Add Two Random Variables?

P(A+ B =n) ="

CS109 Stanford University 6



The Insight to Convolution Proofs

What is the P(X+Y =n)?
probability that X +
Y= P(X+Y =n) = ZP =i,V =n—i)
X Y l
1 n-1 1 P(X=1,Y =n—1)
2 n-2 2 P(X =2Y =n—2)




Convolution

Discrete

)

P(X+Y=a)= » PX=a-yPY =

y=—00

Continuous

O

FX4Y =a) = [ FX=a-y)f(y

Yy=—00



Sum of dice rolls

Roll n independent dice. Let X; be the outcome of roll i. X; are i.i.d.

10 12

1 2 3 4 5 ©

1 2

Sum of 1 Sum of 2
ZXi die roll ZXi dice rolls

How many ways
can you roll a total
of 3vs 11’P

y _.||||‘||||I||._

3 5 7 911131517

3
ZX' Sum of 3
£, " dicerolls
=1

Stanford University
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Sum of 50 dice?



® o

Figure 1
def run_experiment():
10000 - tOtal =0
for i in range(50):
5000 sample = random_roll()
total += sample
return total
6000 -
5
4000 -
2000 A
° 12|0 140 160 180 200 220
# € PQE B




| BN Figure 1

def run_experiment():
total = 0
for i in range(100):
300 A .
total += stats.poisson.rvs(2)
_— return total
200 A
S 150 A
100 A
50 A
0 =
140 160 180 200 220 240 260
A€erd»PaQ=n

x=155.7 y=62.3







Central Limit Theorem

Consider n independent and identically distributed (i.i.d) variables X, X5, ..., X},
with E[X;] = u and Var(X;) = 2.

Asn — oo

2 X; ~N (nu,no*)

The sum of n i.i.d. random variables is normally distributed with mean nu
and variance no?.

CS109 Stanford University 14




True happiness

CS109 Stanford University 15




Wonderful Form of Cosmic Order

| know of scarcely anything so apt to impress the imagination
as the wonderful form of cosmic order expressed by the
"[Central limit theorem]". The law would have been personified
by the Greeks and deified, if they had known of it. It reigns
with serenity and in complete self-effacement, amidst the
wildest confusion. The huger the mob, and the greater the
apparent anarchy, the more perfect is its sway. It is the
supreme law of Unreason. Whenever a large sample of
chaotic elements are taken in hand (summed) an
unsuspected and most beautiful form of regularity proves
to have been latent all along.

CS109



Sum of Dice

* You will roll 10 6-sided dice (X4, X,, ..., X4p)
» X =total value of all 10 dice = X; + X, + ... + X,
» Win if: X<25 or X>45
= Roll!

* And now the truth (according to the CLT)...

CS109



Sum of Dice
- You will roll 10 6-sided dice (X4, X5, ..., X4o)

« X = total value of all 10 dice = X; + X, + ... + X,
« Winif: X<25 or X>45

Recall CLT: X = ZXZ- — N(nu,no?) As n — oo

» Determine P(X <25 or X >45) using CLT:

u=E[X =35 o’ :Var(Xl.):f—; X ~ N(35,29.2)
209.0 — 39 44.5 — 35
1 —P(25.5 < X <44.5)=1— P( < Z< )
V29.2 v29.2

~1—(20(1.76) —1) ~ 2(1-0.9608) = 0.0784



Quick Concept Check CLT problem

You hit 10 boba shops on your way to work for your 10 work besties. You don't know
the full distribution of the wait time, but for each you observe the average wait time is
45 sec. and the Std. of 5 seconds. You will be on time if your total wait time is less
than 8 mins across all boba shops. What is the probability that you are on time?
Assume the wait times are IID.

Answer: Let T be the total wait time. It is the sum of the 10 IID wait times. By the CLT

T~N(nu,no?)
T~V (450, 250)
480 — 450
P(T <480) =®(—=5—) ~097

CS109 Stanford University



For Proof, See Video

«.% CLT Proof Video

P B=(1. £ o)

‘\
I e @ 1 Tof O\

Watch on (& Youlube

CS109 Stanford University 20







The sum of independent, identically
distributed variables:

Y = zn:Xz-
1=0

Is normally distributed:

Y ~ N(nu,no?)

where = F|X|]

0'2 — V&I’(XZ)

CS109



Average of IID Variables?

Let X; be i.i.d. variables. There are n. Let X be the average

)?:lzn:)(.

l

-/C—Gaussian by CLT
N (np, no?)

CS109 Stanford University




What about other functions?

Sum of iid? Normal

Average of iid?

Max of 1id?

Chris Piech, C$109 Stanford University




By the Central Limit
Theorem, the mean of IID
variables are distributed
normally. As n -> oo

0.2

X ~ N(u., —
(u,n)

CS109



What about other functions?

Sum of iid? Normal

Average of iid? Normal

Max of 1id?

CS109 Stanford University




What about other functions?

Sum of iid? Normal

Average of iid? Normal

Max of iid? Gumbel

/__J\

See Fisher Trippett Ghnedenko Theorem
Stanford University




Estimating Clock Running Time

« Have new algorithm to test for running time
= Mean (clock) running time: u = t sec.
= Variance of running time: 2 = 4 sec?.
» Run algorithm repeatedly (l.1.D. trials), measure time

o How many trials do you need s.t. estimated time =t +
0.5 with 95% certainty?

o X; = running time of i-th run (for 1 <i<n), X is the
mean




> 4
0.95=P(-0.5< X —t <0.5) X —t~N(0,—)
n

CS109



0.95 =26(¥-") 1

H%

0.975 = ¢(4)
¢~ 1(0.975) = 4
_Vn
1.96 = -

n =614

CS109



4 .
William Sealy Gosset
(aka Student)

William Sealy Gosset (13 June 1876 — 16 October 1937) was an English
statistician, chemist and brewer who served as Head Brewer of Guinness and
Head Experimental Brewer of Guinness and was a pioneer of modern statistics. He
pioneered small sample experimental design and analysis with an economic
approach to the logic of uncertainty. Gosset published under the pen name
Student and developed most famously Student's t-distribution — originally called
Student's "z" — and "Student's test of statistical significance".[!




Sampling
definitions




Motivating example

You want to know the true mean and
variance of happiness in Mexico.

* But you can’t ask everyone.
* You poll 200 random people.
* Your data looks like this:

Happiness = {72, 85, 79, 91, 68, ..., 71}

* The mean of all these numbers is 83.

Is this the true mean happiness of Mexican
people?

CS109 Stanford University 34
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Collect one (or more) numbers from each person
CS109 Stanford University







A sample, mathematically

Consider n random variables X4, X5, ..., X,,.

The sequence X4, X,, ..., X,, is a sample from distribution F if:
* X; are all independent and identically distributed (i.i.d.)

« X; all have same distribution function F (the underlying distribution),
where E[Xl] = U, Var(Xi) = 0'2 Population Happiness (N = 10000)

0.016 A

0.014 A

0.012 -

0.010 -

PMF

0.008 A

0.006 -

0.004 A

0.002 A

0.000 -
CS109 20 4 6 80 Q0 rdthivedity so

Happiness



A sample, mathematically

A sample of sample size 8:
(Xl’ XZ) X3' X4' XS' X6' X7! X8)

A realization of a sample of size 8:

(59,87,94,99,87,78,69,91)

CS109

PMF

0.016 A

0.014 1

0.012 -

0.010 A

0.008 -

0.006 -

0.004 A

0.002 -

0.000 -

Population Happiness (N = 10000)

0

20 40 60 80 S%g%fordlipniver]ﬁgy 40

Happiness



A single sample

If we had a distribution F of our entire
population, we could compute exact statistics

about about happiness.

But we only have 200 people (a sample).

Today: If we only have a sample,

g A * How do we report estimated statistics?

A h;ppy * How do we report estimated error of these
person estimates?

* How do we perform hypothesis testing?

Stanford University 41
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Estimating

Core Statistics
(Mean + Var)




A single sample

If we had a distribution F of our entire
population, we could compute exact statistics

about about happiness.

But we only have 200 people (a sample).

So these population statistics are unknown:

* u, the population mean
» g%, the population variance

person

Stanford University 43
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A single sample

If we had a distribution F of our entire
population, we could compute exact statistics
about about happiness.

But we only have 200 people (a sample).

e

* From these 200 people, what is our
best estimate of population mean and
population variance?

* How do we define best estimate?

A happy
person

CS109 Stanford University 44




Estimating the Mean

Consider n random variables X;, X,, ... X,
= X; are all independently and identically distributed (1.1.D.)

= Have same distribution function Fand E[X] = u
= We call sequence of X; a sample from distribution F
= How would you estimate the population mean??

o l —
Estimate = - E : X,
1=

n
_ 1
Sample Mean: This is a fancy way of — .
saying "your estimate of the mean"/’ X n E Xz
1= ]

CS109 Stanford University




[s that estimate any good? =

Consider n random variables X, X,, ... X,
= Have same distribution function F and E[X] = u

= |s our estimate of mean any good??

w5 s

i=1 N

1 & 1 & 1
_;;E[Xi]—;;,u—;n,u—,u

CS109 Stanford University




Estimating the population mean

1. What is our best estimate of u, the mean
happiness of Mexican people?

If we only have a sample, (X1, X5, ..., X,,):

1
The best estimate of u is the sample mean: X = -

M:

X;

Il
—

L

X is an unbiased estimator of the population mean p. E[X] = pu
2

Intuition: By the CLT, X ~ N (y, _) If we could take multiple samples of size n:
[N 1. For each sample, compute sample mean

2. 0On average, we would get the population mean
CS109 Stanford University 47




Sample mean

PMF

0.016

0.014 -

0.012 -

0.010 -

0.008 -

0.006 -

0.004 -

0.002 -

0.000 -

Population Happiness (N = 10000)

0 20 40 60 80 100 120 140
Happiness

Distribution of sample means

- pop mean, u
=== our mean, 83.03

0.200 1
0.175 1
0.150 1
0.125 | _ 0)
0.100 1 X ~ N(“’ —)
0.075 - n

0.050 A

PMF

1
1
1
1
0.025 - :
i

0.000 1 T t t f
70 75 80 85 90

Sample mean of happiness (n =200)

Even if we can’t report u, we can report our
sample mean 83.03, which is an unbiased
estimate of u.

Chris Piech, C$109 Stanford University 48




Our Report to the Mexican Government

Average Happiness

(D)
S
o
o
(V)
T
(D)
‘o0
©
L
I
0
Mexico
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Sample Mean:

IH’) Sample

X =

Size of the sample



Estimating the population variance

2. What is 02, the variance of happiness of
Mexican people?

If we knew the entire population (x4, x5, ..., Xy): ,
popula’rlon mean

population
variance 0-2 [(X Ii) NZ(xl uu')z
If we only have a sample, (X, X5, ...,X,):  sample mean

n v
sample 5 1 — 9
variance 5 = n Z(X@ - X)
i=1

Chris Piech, C$109 Stanford University 51




Intuition about the sample variance, S*

Actual, g2

population mean

1% v
population 2 _ & N2
variance ¢ T Nz :(xl u)

=1

« Xi—H >
) ) )
O—O-0O O—0O0 O—0O
O 150
U

Happiness

Population size, N Calculating population statistics exactly

requires us knowing all N datapoints.
CS109 Stanford University 52




Intuition about the sample variance, S*

Actual, g2 Estimate, S*
population mean sample mean
population 1 § \ sample 1 — \
2 _ o 2 2 v ) 2
variance ¢ T NZ:(XL H) variance O = " Z(Xz - X)
i=1 i=1

M M M M
O 150
Happiness

Population size, N

CS109 Stanford University 53




Intuition about the sample variance, S*

Actual, g2 Estimate, S*
population mean sample mean
population 1 § v sample 1 — \
2 — . — 11)2 2 o\ 2
variance ¢ NZ:(XL H) variance O = n Z(Xz - X)
i=1 i=1

M M M M\
O | 150
Happiness

><|
=

Population size, N

Chris Piech, C$109 Stanford University 54




Intuition about the sample variance, S*

Actual, g2 Estimate, S?
population mean sample mean
population 1 § v sample 1 < v
2 _ N2 2 _ . Y)\2
variance ¢ T NZ:(XL H) variance S n Z(IXZ ),()
=1 1=1 Y
- X1 —&X Q) | =
< l I
M M M\ M\
O—O0 O—CO0 O—=O
a | 150
appiness —
X u
Population size, N This formula will always underestimate the
variance...

CS109 Stanford University 55




Ahhh! We are always underestimating!
What should we do?



Estimating the population variance

2. Whatis o2, the variance of happiness of
Mexican people?

If we knew the entire population (x4, x5, ..., Xy): |
populatlon mean

population
2 _ 2
- 0?2 = E[(X — p1)?] Z(x u)
variance i 2 oinksl
If we only have a sample, (X1, X,,...,X,):  sample mean  ——
n * o=ty 12( -If
Sample S 2 — l ( X o X)Q e ony b asampe (1, K . £ ):
variance n Z ¢
1=1

CS109 Stanford University 57




Estimating the population variance ....unbiasedly...

[ CT—
1 b
¥ 7" i
] o

2. Whatis o2, the variance of happiness of
Mexican people?

If we knew the entire population (x{, x5, ..., Xy): |
populatlon mean

population 5
variance 0% = E[(X U) Z(xl ,Ll)

If we only have a sample, (X1, X5, ..., X,,): sample mean

v
1 \
sample 2 _ X. — X)?
variance 57 = n— 1 ;( ‘ )

CS109 Stanford University ss




Estimating the population variance ....unbiasedly...

[ CT—
L -
, b
(]
- y
Ty i
¥ LN

2. Whatis o2, the variance of happiness of
Mexican people?

If we only have a sample, (X1, X5, ..., X,,):

1
The best estimate of o2 is the sample variance: §2 = -
n —

l

(X; — X)?

n

S? is an unbiased estimator of the population variance, .  E[S?] = ¢?

CS109 Stanford University 60



Our Report to Mexico Government

Average Happiness Variance of Happiness
@ 83
O
<
Q )
S 3
T -
O Q
ap Q
5 T 450
)
e

|
0 0
Mexico Mexico
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Sample Variance:

Makes it “unbiased”



No Error Bars ®



Insight: Sample Mean is an RV with known Var

By central limit theorem:

Probability density of sample mean

61 83 104 Mean value

CS109 Stanford University




Standard error
of the mean




Sample mean

Population Happiness (N = 10000) Distribution of sample means
0.016 - 0200 1 ‘T — pop mean, u
0.014 A -== gur mean, 83.03
0.175 -
0.012 -
0.150 -
0.010 -
w 0.125 - O‘ 2
W —
= 0.008 - &
a 0.100 - ~ l/l’ —
0.006 -
0.075 A n
0.004 - '
0.050 - |
0.002 - i
0.025 - :
0.000 - i
0 20 40 60 80 100 120 140 0.000 - 1 t — ¥

70 75 80 85 90
Sample mean of happiness (n =200)

Happiness

- Var(X) is a measure of how “close” X is to u.
» How do we estimate Var(X)?

CS109 Stanford University 67




Standard Error of the Mean

2

vl — =y _ 9 Wewantto
E[X] —H var(X) = n | estimate this
def The standard error of the mean isan _ ,
estimate of the standard deviation of X. CF — o
\l n

Intuition:
- S%is an unbiased estimate of g2
- §?/nis an unbiased estimate of 0%/n = Var(X)

« /S?2/n can estimate \/Var()?) More info on bias of
standard error: wikipedia

Chris Piech, C$109 Stanford University 68



https://en.wikipedia.org/wiki/Unbiased_estimation_of_standard_deviation

Standard Error of the Mean
Var(X) = Var(l T j j Va ij :"_2

2
— o)
Var(X) = —
T
Sz Since S, is an
— ; unbiased
estimate
_ S2 Change variance to
Std(X) =4/ — standard deviation
mn
450 The numbers for our
— PR Mexican poll
200 P
— 1.5 Mexican standard

error of the mean
CS109 Stanford University




Our Report to Mexico Government

Average Happiness Variance of Happiness
Std(X)
—
@ 83 l
()
=
S 2
T = Std(S%)?
() o
W Q
5 T 450
)
e
|
0 0
Mexico Mexico

laim: The aver happin f Mexico i + 2
Cla € average happ eSSC?ris Pieceh,csci(c))9 s83 Stanford University




Bootstraping




One of the Most Important Ideas in Modern Statistics!

On the use of the bootstrap for estimating functions with
functional data

Antonio Cuevas®*, Manuel Febrero®, Ricardo Fraiman®
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Abstract
!
The b p gy for ct data and p target is d A Monte Carlo study analyzing
the p of the ap ¢ ce bands ined with different resampling methods) of several functional estimators
isp d. Some of these esti (e.g., the trimmed functional mean) rely on the use of depth notions for functional data and

do not have received yet much attention in the literature. A real data example in cardiology research is also analyzed. In a more
theoretical aspect, a brief discussion is given providing some insights on the asymptotic validity of the bootstrap methodology when
functional data, as well as a functional parameter, are involved.

© 2005 Elsevier B.V. All rights reserved.
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The most important ideas in modern statistics

o Very Normal @
- 3.42K subscribers |ﬁ 11K g] A> Share ¥ Download

Invented bootstrapping in 1979

Still a professor at Stanford

Won a National Science Medal
CS109 Stanford University




Come back on Friday!!






