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Overview of Section Materials
The warmup questions provided are good practice to review concepts from lectures. The section problems then
help you to apply these concepts in more complex scenarios, more similar to what you will see on exams. In
practice, there often isn’t enough time in section to go through every problem on the handout. You can go over
problems you don’t work through in section on your own later, and TAs can help our in office hours or on Ed if
you have questions about those.

Warmups
1. Fish Pond
Suppose there are 7 blue fish, 4 red fish, and 8 green fish in a large fishing tank. You drop a net into it and end up
with 2 fish. What is the probability you get 2 blue fish?

For the full sample space, we consider the number of ways we can select 2 fish from all 19 fish without regard
for blue, red, or green. We treat all of the fish as distinct in order to make sure that each event is equally likely.
We don’t consider order of fish to matter. The size of our sample space is thus

(19
2
)
. For our event space, we con-

sider the number of ways we can select 2 blue fish. There are 7 distinct blue fish from which we can chose two.
Recall that the event space must be consistent with the sample space:

𝑝 =

(7
2
)(19

2
) =

21
171

≈ 0.123

The same answer could be arrived at by using the chain rule. The probability that the first fish is blue is 7/19.
The probability that the second fish is blue, given that the first fish was blue is 6/18. The probability that both
fish are blue is 7/19 · 6/18 ≈ 0.123

2. Axioms of Probability
Decide whether each of the three statements below is true or false:

a. 𝑃(𝐴) + 𝑃(𝐴𝐶) = 1. Recall that 𝐴𝐶 means 𝐴 “complement” or “not” 𝐴

b. 𝑃(𝐴 ∩ 𝐵) + 𝑃(𝐴 ∩ 𝐵𝐶) = 1. Recall that ∩ means “and”

c. If 𝑃(𝐴) = 0.4 and 𝑃(𝐵) = 0.6 then it must be the case that 𝐴 = 𝐵𝐶
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The first one is simply saying that an event either falls inside of an event space 𝐴 or outside of it. The second is
false, as the left hand side, in general, is 𝑃(𝐴), which isn’t guaranteed to be 1. And the fact that 𝑃(𝐴) and 𝑃(𝐵𝐶)
are each 0.4 doesn’t require the event spaces to be the same.



3. Conditional Probability
What is the difference between these two terms 𝑃(𝐵 |𝐴) and 𝑃(𝐴 ∩ 𝐵)? Imagine that 𝐵 is the event that a stu-
dent “correctly answer a multiple choice question” and 𝐴 is the event that the same student “guesses randomly”.
Provide an explanation as well as a mathematical relationship between the two.

They are very different concepts! Students often confuse the two. 𝑃(𝐵 |𝐴) is the chance that the student gets the
problem correct given that we already know that they are guessing. 𝑃(𝐴 ∩ 𝐵) is very different. means that we
are curious if both events will occur and that we don’t know if the student has guessed. The relationship between
the two is given by the chain rule

𝑃(𝐵 |𝐴) = 𝑃(𝐴 ∩ 𝐵)
𝑃(𝐴)

The key piece of information which would allow you to go from one value to the other is 𝑃(𝐴): the probability
that a student guesses randomly.

Problems
4. The Birthday Problem
When solving a counting problem, it can often be useful to come up with a generative process, a series of steps
that “generates” examples. A correct generative process to count the elements of set 𝐴 will (1) generate every el-
ement of 𝐴 and (2) not generate any element of 𝐴 more than once. If our process has the added property that (3)
any given step always has the same number of possible outcomes, then we can use the product rule of counting.

Problem: Assume that birthdays happen on any of the 365 days of the year with equal likelihood (we’ll ignore
leap years).

a. What is the probability that of the 𝑛 people in class, at least two people share the same birthday?

Computing 𝑃(at least 2 people share a birthday) is difficult. We realize that this can be thought of as

𝑃(exactly 2 people share birthday ∪ exactly 3 ∪ exactly 4 ∪ ... ∪ exactly 𝑛 people share birthday)

Using the third axiom of probability, we realize that this can be split up because the events are mutually
exclusive.

𝑃(exactly 2 people share birthday) + 𝑃(exactly 3) + 𝑃(exactly 4) + ... + 𝑃(exactly 𝑛 people share birthday)

However, this is very tedious!

It is much easier to calculate 1 − 𝑃(no one shares a birthday). Let our sample space, 𝑆 be the set of all
possible assignments of birthdays to the students in section. By the assumptions of this problem, each of
those assignments is equally likely, so this is a good choice of sample space. We can use the product rule
of counting to calculate |𝑆 |:

|𝑆 | = (365)𝑛

Our event 𝐸 will be the set of assignments in which there are no matches (i.e. everyone has a different
birthday). We can think of this as a generative process where there are 365 choices of birthdays for the



first student, 364 for the second (since it can’t be the same birthday as the first student), and so on. Verify
for yourself that this process satisfies the three conditions listed above. We can then use the product rule of
counting:

|𝐸 | = (365) · (364) · · · · · (365 − 𝑛 + 1)

𝑃(birthday match) = 1 − 𝑃(no matches)

= 1 − |𝐸 |
|𝑆 |

= 1 − (365) · (364) . . . (365 − 𝑛 + 1)
(365)𝑛

A common misconception is that the size of the event 𝐸 can be computed as |𝐸 | =
(365
𝑛

)
by choosing 𝑛

distinct birthdays from 365 options. However, outcomes in this event (𝑛 unordered distinct dates) cannot
recreate any outcomes in the sample space |𝑆 | = 365𝑛 (𝑛 distinct dates, one for each distinct person). How-
ever if we compute the size of event 𝐸 as |𝐸 | =

(365
𝑛

)
𝑛! (equivalent to the number above), then we can

assign the 𝑛 birthdays to each person in a way consistent with the sample space. The expression
(365
𝑛

)
𝑛! is

equivalent to 365!
(365−𝑛)! which is known as a ”falling factorial” and also as ”365 permute 𝑛” outside of this

class.
Interesting values: (𝑛 = 13 : 𝑝 ≈ 0.19), (𝑛 = 23 : 𝑝 ≈ 0.5), (𝑛 = 70 : 𝑝 ≥ 0.99).

b. What is the probability that this class contains exactly one pair of people who share a birthday?

We can use the same sample space, but our event is a little bit trickier. Now 𝐸 is the set of birthday assignments
in which exactly two students share a birthday and the rest have different birthdays. One generative process that
works for this is (1) choose the two students who share a birthday, (2) choose 𝑛 − 1 birthdays in the same manner
as in part a (i.e. one for the pair of students and one for each of the remaining students). We then have:

𝑃(exactly one match) = |𝐸 |
|𝑆 | =

(𝑛
2
)
(365) · (364) · ... · (365 − 𝑛 + 2)

(365)𝑛

Many other generative processes work for this problem. Try to think of some other ones and make sure you get
the same answer!

Extra Practice
5. Self Driving Car
A self driving car has a 60% belief that there is a motorcycle to its left based on all the information it has re-
ceived up until this point in time. Then, it receives a new, independent report from its left camera. The camera
reports that there is no motorcycle. What is the updated belief that there is a motorcycle to the left of the car?
The camera is an imperfect instrument. When there is truly no motorcycle, the camera will report “no motor-
cycle” 90% of the time. When there actually is a motorcycle, the camera will report “no motorcycle” 5% of the
time.



We need Bayes’ rule to solve this problem. Let’s define 𝑀 to be the event that there is a motorcyle to our left. Let
𝑁 be the event that the camera reports no motorcycle.

𝑃(𝑀 |𝑁) = 𝑃(𝑁 |𝑀) · 𝑃(𝑀)
𝑃(𝑁) Bayes’ Theorem

=
𝑃(𝑁 |𝑀) · 𝑃(𝑀)

𝑃(𝑁 |𝑀) · 𝑃(𝑀) + 𝑃(𝑁 |𝑀𝐶) · 𝑃(𝑀𝐶)
Law of Total Probability

=
0.05 · 0.6

0.05 · 0.6 + 0.9 · 0.4
≈ 0.077 Law of Plugging in

6. Flipping Coins
One thing that students often find tricky when learning combinatorics is how to figure out when a problem in-
volves permutations and when it involves combinations. Naturally, we will look at a problem that can be solved
with both approaches. Pay attention to what parts of your solution represent distinct objects and what parts rep-
resent indistinct objects.

Problem: We flip a fair coin 𝑛 times, hoping to get 𝑘 heads.

a. How many ways are there to get exactly 𝑘 heads? Characterize your answer as a permutation of H’s and
T’s.

We want to know the number of sequences of 𝑛 H’s and T’s such that there are 𝑘 H’s and 𝑛 − 𝑘 T’s. This is
the same as permuting 𝑛 objects of which one set of 𝑘 is indistinguishable and one set of 𝑛 − 𝑘 is indistin-
guishable. Using our formula for the permutation of indistinguishable objects, we get 𝑛!

𝑘!(𝑛−𝑘)!

b. For what 𝑥 and 𝑦 is your answer to part (a) equal to
(𝑥
𝑦

)
? Why does this combination make sense as an an-

swer?

Our answer to part a is equal to
(𝑛
𝑘

)
. This makes sense because we can come up with a valid sequence by

choosing 𝑘 flips to come out to heads (and implicitly define the other 𝑛 − 𝑘 to be tails). The answer is also
equivalent to

( 𝑛
𝑛−𝑘

)
for which the same logic applies except with choosing flips to be tails.

c. What is the probability that we get exactly 𝑘 heads?

If we define our sample space to be all possible sequences of flips, then our event is the number of se-
quences where we get exactly 𝑘 heads, meaning that |𝐸 | is (conveniently) the answer to the previous two
parts. Our probability is then |𝐸 |

|𝑆 | =
(𝑛𝑘)
2𝑛 .



7. Counting
The Inclusion Exclusion Principle for three sets is:

|𝐴 ∪ 𝐵 ∪ 𝐶 | = |𝐴| + |𝐵 | + |𝐶 | − |𝐴 ∩ 𝐵 | − |𝐴 ∩ 𝐶 | − |𝐵 ∩ 𝐶 | + |𝐴 ∩ 𝐵 ∩ 𝐶 |

Explain why in terms of a venn-diagram.

We want a, b, c, d, e, f, & g to each be accounted for exactly once. If we add A, B, and C together, we properly
count a, b, & c exactly once. However we will double count d, e, & f, and triple count g. Removing 𝐴∩ 𝐵, 𝐴∩𝐶,
& 𝐵 ∩ 𝐶 will reduce the counts for d, e, & f down to one. However, g went from being counted 3 times too many
to being counted zero times. The expression corresponding to g is 𝐴 ∩ 𝐵 ∩ 𝐶, so we add it in to allow g to have a
count of exactly one.


