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Abstract—From eCommerce to online dating, understanding how users navigate web pages is vital to online businesses. When a user visits a web page, she generates a sequence of page visits, known as a “clickstream”. Each clickstream leaves a digital trace researchers can use to understand online choice behavior. Taken together, clickstreams from many users can answer a variety of questions, including how well a site predict page transitions [9][22][25], facilitate interpage traffic, and identify behavioral cohorts of users[19]. To aid exploratory analysis of clickstream data, we developed Clickstream Explorer, an RShiny Dashboard application that visualizes clickstream data as discrete-time first-order Markov chains.

I. INTRODUCTION

Recent clickstream literature has focused on two main subfields: 1) how users navigate pages within a site, and 2) how users enter and exit across a site. For instance, to model within-site behavior, Mandel and Johnson (2002), examined changes in clickstream data to show that visual primes (such as advertisements) can dynamically affect user click paths. To model across-site behavior, Bucklin and Sismeiro (2003) collected clickstream data from a large website in the automotive industry to build a type II tobit model estimating the amount of time spent on each page, finding that effective websites should “[reduce] the number of page views needed to complete a transaction”[4][13]. These studies, among others, reflect growing interest in understanding clickstreams amongst academic researchers and industry professionals alike.

A. Related Work in Visualization

Growing interest in clickstreams has precipitated the need for effective visualization tools. Visualizing clickstream data involves converting sequences of page visits into an aggregate representation of user paths. Researchers and designers have proposed a multitude of ways to visualize clickstream data, the most common being directed graphs and Sankey diagrams. Numerous tools represent clickstream data as directed graphs, in which nodes represent webpages and edges represent transitions. For instance, in Understanding Clickstreams with the WebQuilt Visualization System, Waterson et al. present WebQuilt, an interactive visualization tool that aggregates clickstream data into a customizable graph (see Figure 1) [26]. WebQuilt adopts the directed graph approach by representing pages as nodes connected by arrows whose thicknesses convey the densities of interpage traffic at each click.

Fig. 1: Waterson et al.’s WebQuilt visualization system (2002).

StatViz, a similar system developed by open-source designer Alan Pinstein, builds upon the directed graph approach by introducing an implicit tree hierarchy to represent the click number in a clickstream sequence, where the \( i \)th level in the tree represents the \( i \)th click [16].

As an alternative to graph representations, Sankey diagrams are often used to convey the volume of flow between web pages. Sankey diagrams, which depict flow from one source to a corresponding target, represent webpages as vertical bars in a left-to-right diagram connected by frequency-weighted edges (see Figure 2).

Fig. 2: A Sankey diagram in Schulz et al.’s SAS Visual Analytics tool (2015).
Google Analytics recommends Sankey diagrams to show "traffic flows from pages to other pages on your web site" primarily because multiple paths can be displayed with minimal occlusion [6]. In addition to Google Analytics, several independent designers[28] have developed Sankey diagrams of site traffic. For instance, Schulz et al. employ Sankey diagrams in their industry tool, SAS Visual Analytics, an interactive software package[21]. This tool (shown in Fig. 2) represents each page visit as a vertical bar in a left-to-right layout. The frequency of visits between any two pages is encoded by the thickness of the connecting edge.

B. Related Work in Markov Chains

Directed graphs and Sankey diagrams attempt to visualize clickstreams by taking into account click number, displaying aggregated information about being in a certain state after a given number of clicks. However, a growing number of researchers deviate from this practice by making the following assumption: given a certain state, no additional information is needed to predict the next state [4][9][19][22][25]. This assumption implies clickstreams can be represented by discrete-time first-order Markov chains, expressed mathematically:

\[
\Pr(X_n = x_n | X_{n-1} = x_{n-1}, ..., X_0 = x_0) = \Pr(X_n = x_n | X_{n-1} = x_{n-1})
\]

Numerous researchers have used this Markov property to develop models of web browsing[4][14][25], build statistical analysis packages for clickstream data[7][23][20], and predict user buying patterns[10].

However, statistical advances in the analysis of clickstream data as Markov chains have not been accompanied by complementary visualization tools. Two recent surveys by O’Reilly and Rexer Analytics revealed that R is the most widely used data mining and analytics tool amongst data science professionals, compared to other resources[12][18]. Nevertheless, preeminent analysis packages in R include poor visualizations of Markov chain objects (see Fig. 3).

Fig. 3: Default Markov chain plot in the markovchain R Package.

These built-in plotting functions provide no interactivity, occlude many edges, and are largely unaesthetic. For instance, the default plot from the markovchain package in R (Figure 3) includes bidirectional arrows with respective transition probabilities, which leads to considerable occlusion when there are even slightly more states or edges. This representation omits important information such as invariant distribution information, chain properties (i.e. periodicity, irreducibility, etc.), and overall interactivity.

Given the popularity of R as an analysis tool and the lack of effective visualization functions for Markov chain visualizations of clickstreams, we developed an R-compatible application that integrates better Markov chain visualizations with statistical analysis packages. We present our methods of development, visualization results, and proposed future work.

II. METHODS

A. Data Collection

Our objective was to design a visualization tool capable of generating Markov chain representations of clickstream data. Although our tool is designed to generalize, we chose to test our implementation using clickstream data from Internet Information Server (IIS) logs for msnbc.com, a popular news site. The data, which are made available by msnbc.com, were collected for the entire day of September 28, 1999 (PST). Each log in the data represents a clickstream of page sequences of a given user. Importantly, each page is not a unique URL, but rather a category page such as news, weather, etc. The data include 17 categories: “frontpage”, “news”, “tech”, “local”, “opinion”, “on-air”, “misc”, “weather”, “health”, “living”, “business”, “sports”, “summary”, “bbs” (bulletin board service), “travel”, “msn-news”, and “msn-sports”. Additionally, “Any page requests served via a caching mechanism were not recorded in the server logs and, hence, not present in the data”[8].

We chose this dataset as a template for three reasons. First, the data were pre-encoded into categories, which is necessary to limit the size of the state space for the Markov chain, and consistent with previous literature[5][14]. Second, Cadez et al.[5] have presented prior experiments using the same data set that validate the suitability of first-order Markov models. Third, the open-source availability of the data lends itself to reproducibility by future researchers. Although we present our visualization using MSNBC data, our tool is intended to generalize to other categorized clickstream data (see supplementary).

B. Data Cleaning

The data were imported into R in CSV form, where each row represented a comma-separated string of integers corresponding to the codes for each page category. The original data include 989,818 clickstream observations; however, many clickstreams included only one page visit. In turn, we filtered out observations with only one page visit in order to visualize clickstreams that had at least one page transition, yielding a final sample of 704,747 observations. We made these built-in plotting functions provide no interactivity, occlude many edges, and are largely unaesthetic. For instance, the default plot from the markovchain package in R (Figure 3) includes bidirectional arrows with respective transition probabilities, which leads to considerable occlusion when there are even slightly more states or edges. This representation omits important information such as invariant distribution information, chain properties (i.e. periodicity, irreducibility, etc.), and overall interactivity.

Given the popularity of R as an analysis tool and the lack of effective visualization functions for Markov chain visualizations of clickstreams, we developed an R-compatible application that integrates better Markov chain visualizations with statistical analysis packages. We present our methods of development, visualization results, and proposed future work.
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Our objective was to design a visualization tool capable of generating Markov chain representations of clickstream data. Although our tool is designed to generalize, we chose to test our implementation using clickstream data from Internet Information Server (IIS) logs for msnbc.com, a popular news site. The data, which are made available by msnbc.com, were collected for the entire day of September 28, 1999 (PST). Each log in the data represents a clickstream of page sequences of a given user. Importantly, each page is not a unique URL, but rather a category page such as news, weather, etc. The data include 17 categories: “frontpage”, “news”, “tech”, “local”, “opinion”, “on-air”, “misc”, “weather”, “health”, “living”, “business”, “sports”, “summary”, “bbs” (bulletin board service), “travel”, “msn-news”, and “msn-sports”. Additionally, “Any page requests served via a caching mechanism were not recorded in the server logs and, hence, not present in the data”[8].

We chose this dataset as a template for three reasons. First, the data were pre-encoded into categories, which is necessary to limit the size of the state space for the Markov chain, and consistent with previous literature[5][14]. Second, Cadez et al.[5] have presented prior experiments using the same data set that validate the suitability of first-order Markov models. Third, the open-source availability of the data lends itself to reproducibility by future researchers. Although we present our visualization using MSNBC data, our tool is intended to generalize to other categorized clickstream data (see supplementary).

B. Data Cleaning

The data were imported into R in CSV form, where each row represented a comma-separated string of integers corresponding to the codes for each page category. The original data include 989,818 clickstream observations; however, many clickstreams included only one page visit. In turn, we filtered out observations with only one page visit in order to visualize clickstreams that had at least one page transition, yielding a final sample of 704,747 observations. We made this assumption to reduce noise produced by singleton page visits.
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C. Transition Matrix Computation

To convert the clickstream data into an aggregate transition matrix, we first computed an \( m \times m \) matrix with bigram counts from each state \( i \) to each state \( j \). To do so, we counted all instances of some state \( i \) preceding state \( j \) across all clickstreams. Then, we normalized this matrix by each row sum to compute transition probabilities to obtain a transition matrix \( P \), where:

\[
P(i, j) = \frac{\text{count}(i, j)}{\sum_k \text{count}(i, k)}
\]

D. Chain Properties Analysis

Subsequently, we created a pipeline to analyze three properties of the Markov chain defined by the computed transition matrix: 1) irreducibility, 2) periodicity, and 3) invariant distribution existence. A Markov chain is irreducible if all states are reachable from all other states; otherwise, it is reducible if absorbing states exist. A Markov chain is periodic if it includes a cycle of period \( k \); otherwise, it is aperiodic. Lastly, the Convergence Theorem guarantees that a unique invariant distribution exists iff the chain is irreducible and aperiodic; otherwise, no unique invariant distribution exists. The invariant distribution of a discrete-time Markov chain represents the long-run amount of time spent in each state. This property is particularly useful for clickstream analysis because it provides an estimate of which pages are visited most often.

Fig. 4: Example of a reducible, aperiodic Markov chain without a unique invariant distribution.

The Markov chain in Figure 4, for example, is reducible because it is impossible to get to state 1 from state 0 and aperiodic because no cycles exist. Because the chain is reducible, the Convergence Theorem implies that no unique invariant distribution exists.

We computed these chain properties by constructing a Markov chain object from the transition matrix using the markovchain R package. Then we applied mathematical functions to return boolean values for whether the chain was irreducible and aperiodic. If the chain was irreducible and aperiodic, we computed the invariant distribution using the statdistr function in the DTMCPack R package, which returns a vector of \( m \) numerics corresponding to the long run time spent in each state. This function solves:

\[
\pi = (1, ..., 1)(I - P + ONE) - 1
\]

Here, “\( I \) is an \( m \times m \) identity matrix, \( P \) is an \( m \times m \) transition matrix, and \( ONE \) is an \( m \times m \) matrix whose entries are all 1”[15]. We stored the boolean values and numeric vector for subsequent use in the visualization.

E. Edge List Conversion

Using the transition matrix, we created a weighted edge list, which included the source page, target page, and respective transition probability as the edge weight. We used this edge list to create visualizations including our directed graph and heatmap.

F. RShiny Dashboard User Interface

Because many Markov chain analysis tools exist in R, we integrated our visualization tool into pre-existing frameworks. This would allow statistical programmers who employ R packages such as markovchain, DTMCPack, and others to easily jump between the RStudio command line and Clickstream Explorer. In turn, we built an RShiny Dashboard application that can be run directly from the RStudio command line. As a first step, we built the user interface (UI) component, which included 1) a sliderbar to filter by transition probability threshold, 2) a toggle button to display probability edge labels, 3) a dropdown menu to filter by source node, 4) clickable tabs for a graph, data table, and heatmap, and 5) infoboxes for to display chain properties.

Several design principles inspired our development of the user interface. First, we attempted to maximize ease of interpretability by visualizing the Markov graph as a static plot, rather than a moving network. Our initial iteration visualized the Markov chain as force-directed graph using D3 wrappers in R. Although this visualization provided interactivity with nodes (by dragging them around the screen), the slow Gaussian movement of the nodes and edges impeded readability of edge labels and node names. After consulting prior literature, which suggested people have difficulty tracking more than 4-6 moving objects[17][1][24], we redesigned our dashboard to display filter-based static plots.

Second, to assist exploratory analysis, we incorporated three displays into our dashboard: a Markov graph, a data table view, and a transition matrix heatmap. Each display serves a distinct purpose: the Markov graph conveys the chain’s overall structure, including the direction of edges and the size of nodes (which encoded invariant distribution magnitude). The graph view was designed to convey a holistic view of the chain’s structure and behavior. The data table view enables the user to search for information about individual source and target nodes, and displays the numeric values of transition probabilities. Lastly, the heatmap displays a color-coded transition matrix from each state \( i \) to each state \( j \), which visualizes overall patterns in the chains transition behavior.

As a third design principle, we developed data filtering methods that would allow rapid exploration of the Markov chain. For instance, we added a sliderbar to specify the minimum transition probability threshold. This allowed the user to iteratively view smaller versions of the chain that displayed the most prominent transitions. Importantly, this sliderbar simultaneously updated the Markov graph as well as the data table, thereby facilitating joint exploration across the two views.
G. RShiny Dashboard Server

After developing the widgets of the user interface, we connected the UI to a server script, which acted as a back-end for the data filtering and graph generation processes. Thus, all of the data manipulation and Markov chain computations were handled by the server, and the front-end display was handled by the UI.

III. Results

Fig. 5: Clickstream Explorer’s Markov graph view displaying 1) the probability threshold sliderbar, 2) three tab views, 3) variable edge thicknesses, 4) invariant distribution node sizes, and chain property information boxes.

To present our results, we include 4 screenshots from Clickstream Explorer and discuss its features. Each numbered item in the following list corresponds to the feature with the same number overlayed on figures 5-8. Figure 5 displays the Markov graph view of our dashboard with the following features:

1) The sliderbar sets the minimum transition probability between nodes. When the slider is dragged all the way to the left, the dashboard displays the entire connected chain; when it is dragged all the way to the right, the dashboard displays a partial version of the whole graph.

2) The three tabs allow the user to transition between the graph, data table, and heatmap views.

3) The thickness of an edge conveys the magnitude of the transition probability, where thicker edges represent more probable transitions. Figure 5 shows that most transitions lead to or from the frontpage.

4) The size of a node represents the magnitude of the invariant distribution for that state: bigger nodes are more likely to be visited in the long run. If no unique invariant distribution exists (i.e. if the chain is periodic), all nodes are equally sized. Figure 5 shows that BBS (Bulletin-Board Service) has the largest invariant distribution value, which is consistent with intuition because it is an MSNBC messaging service.

5) The three information boxes display the chain’s class properties, including whether the chain is irreducible, aperiodic, and has a unique invariant distribution. In this case, the chain is irreducible, aperiodic, and possesses a unique invariant distribution.

Fig. 6: Clickstream Explorer’s toggle button and source node search feature.

Figure 6 shows an alternate view, which highlights 2 additional features of the Markov graph view:

1) The “Toggle Probabilities” button displays the graph with labeled transition probabilities on the edges. This feature is useful because it allows the user to toggle between seeing the holistic graphs structure (without edge labels) and seeing the values of individual transitions (with edge labels).

2) The “Select Start Nodes” dropdown selector allows the user to display individual source nodes, such as “Frontpage” in Fig. 6. This feature enables the user to reduce the complexity of the graph and concentrate on the outbound transition behavior of a single node. Additionally, users can select arbitrary combinations of source nodes, such as “Tech” and “Business”, to compare transition patterns.

Fig. 7: Clickstream Explorer’s data table view, featuring 1) the observation number dropdown selector, 2) individual column search bars, and 3) a global search bar for the entire table.

Figure 7 shows the data table view, which displays the numeric transition probability values of states that satisfy the probability threshold of the sliderbar. The data table includes the following features:
1) Users can select from a dropdown menu to display 10, 20, or 50 observations in the data table.
2) Users can search for individual source, target, and transition probability values in each respective column.
3) Users can search the entire data table for occurrences of specific states - regardless of whether they are source or target nodes.

Fig. 8: Clickstream Explorer’s transition matrix heatmap view.

Lastly, Figure 8 shows the transition matrix heatmap, which displays a color-coded representation of the most and least common transitions between states. Darker colors represent more frequent transitions, and lighter colors represent less frequent transitions. For instance, the dark diagonal of the matrix implies self-loops are common in the MSNBC data, likely because visitors stay in one topic category (i.e. Sports, or Travel), rather than jumping across categories. We also observe that the MSN-News column is relatively lighter, meaning that fewer states lead to MSN-News, other than MSN-News itself. Insights such as these are evident from the heatmap.

We used a log base 10 scale for the color range because transition probabilities ranged from 0.0000125 to 0.98. We chose the blue color scheme of the heatmap to match the blue color of the sliderbar, toggle button, and first infobox.

IV. Evaluation

To test the efficacy of Clickstream Explorer, we performed a usability study using a small sample of Stanford engineering students. Participants performed two time-based comprehension tasks and answered two survey questions.

First, participants were instructed to use any features of Clickstream Explorer to answer the question, “Which is the most visited node?” This question was meant to test the effectiveness of encoding node size as invariant distribution magnitude. We timed their responses and plotted the time distribution in Figure 10. Fig 10 shows that the median time to report the most visited page was 3.38 seconds.

Second, participants were instructed to use any features of Clickstream Explorer to answer the question, “Which page is most likely to be visited, starting from the Tech page?” Again, we timed their responses, which are plotted in Figure 9. Figure 9 shows a slightly larger time distribution, with a median task completion time of 15 seconds. This slightly larger time distribution is likely due to differences in learning effects amongst participants. We expect the median time to identify transitions between two nodes to decrease with time spent using Clickstream Explorer; however, further research is needed to evaluate Clickstream Explorer against relevant alternative tools, such as WebQuilt, StatViz, and default R package plots.

Lastly, we asked participants, “Which feature was your favorite?” and “Which feature did you wish was present?” Participants identified the probability threshold sliderbar and the source node searchbar as their favorite features because they facilitated rapid exploration of the Markov chain. Additionally, most participants wanted transition probability edges
to be color-coded along a gradient. We hope to pursue this feature in future work.

V. DISCUSSION

A. Summary of Findings

We used Clickstream Explorer to investigate two clickstream-related questions.

First, we were motivated by the question, “Are users more likely to stay within a single page category, or are they more likely to transition across categories?” We examined the transition matrix heatmap and observed an apparent trend: the dark diagonal revealed self-loops are more common than inter-category transitions. In other words, users are more likely to stay in a given category, rather than jump between categories.

Second, we asked, “Which pages are uncommon targets?” After adjusting the sliderbar, the Markov graph revealed fewer edge links to MSN-News. Similarly, the heatmap showed lighter colors in the MSN-News column, implying MSN-News is an uncommon target page across source nodes. We investigated these questions as a proof of concept: namely, that our Clickstream Explorer tool lends itself to exploratory analysis of clickstream data.

B. Sources of Error

Clickstream Explorer faces one main limitation: the tool is optimized to model within-site behavior, rather than across-site behavior. Because our data did not include how users entered or exited the site, we were limited to modeling within-site activity. Although our tool could handle future data with “Enter” and “Exit” categories, these categories would likely be too general to yield meaningful across-site insights. However, Clickstream Explorer still offers value because within-site behavior is a rich field of inquiry its own right.

C. Comparison to Prior Work

Prior work such as WebQuilt[26] and StatViz[16] represent clickstreams as hierarchical trees in which levels represent click numbers. However, this approach suffers from severe occlusion when trying to visualize longer clickstreams because deeper trees obscure information of individual nodes. Clickstream Explorer addresses this problem in two ways: 1) it uses the Markov assumption to reduce the number of transitional edges, and 2) it incorporates dynamic filtering to visualize subcomponents of the Markov graph. Furthermore, Clickstream Explorer goes beyond the default Markov plots in R packages such as markovchain and clickstream by incorporating interactivity and multiple tabs (i.e. Markov graph, data table, and heatmap views).

D. Future Work

Markov chain representations of clickstreams are most effective when the state space is relatively small (e.g., less than 50). However, treating each unique URL as its own state leads to enormous state spaces, implying URLs must be classified into more general categories. Future work should pursue strategies to automate the classification of URLs into Markov state categories (e.g., via similarity-based clustering techniques).

Furthermore, we selected our dataset partly because prior empirical testing demonstrated first-order Markov models are suitable to approximate aggregate clickstream behavior on msnbc.com[5]. However, to generalize to future datasets, future work could develop a pipeline to validate whether a given dataset satisfies the first-order Markov assumption. Such a validation tool could be integrated into Clickstream Explorer.

In conclusion, we hope Clickstream Explorer adds better visualization functionality to existing Markov chain packages and aids the analysis of Markov stochastic processes in R.
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