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The next generation of the ItaniumTM processor family (code
name McKinley) contains both a processor core and large on-die
cache as shown in the die micrograph in Reference [1].  The core
clock generator consists of a PLL, a ring oscillator for clock start
up, and a bypass clock for debug (Figure 8.5.1).  The core fre-
quency is multiplied up from the system clock by a ratio-selec-
table divider in the synchronizer.  This allows a wide range of
system clock frequencies coupled with the highest possible core
clock frequency.  The synchronizer also generates frequency-
divided clock qualifiers that are clocked via a latch pipe to the
front side bus (FSB).  These qualifiers combine with the core
clock at the FSB to recreate the system clock frequency that is
routed back to the PLL feedback input in order to create phase
alignment with the system clock.  A second test-mode feedback is
selected when using stop-clock, on-die-clock-shrink (ODCS), and
locate-critical-path (LCP) debug features so that the PLL is not
aware of the clock manipulations and stays in lock [2].

The clock distribution is realized by a precision-engineered wire
system, a balanced, multi-level H-tree. An H-tree design has his-
torically been an attractive conceptual solution since it uses
much less routing resource, and results in significantly less dri-
ver load that saves power.  But the difficulty in finding a practi-
cal implementation method has deterred its use [3].  Due to the
relatively long lengths and low resistance of the clock routes,
inductance modeling is a requirement.  Simulation results indi-
cate a significant timing (±10% delay) impact due to inductance.
A custom solution integrated into the simulation tools fulfills
this requirement [4].  This clock system is measured to operate
from 1.2GHz to over 2.0GHz for 1.2 to 2.0V power supply levels,
respectively, for the 14059x18599µm core.

The clock distribution consists of a level one route (L1R) con-
taining a core primary driver, repeaters, second-level-clock-
buffers (SLCBs) and differential routing (Figure 8.5.2).  The dif-
ferential nature of the L1R results in reduced jitter from supply
noise, injected common mode noise, and signal slew rates.  The
heavy shielding also reduces jitter by reducing coupled noise into
the system.  The level-two route (L2R) consists of single-ended
clock distribution, and final local qualified buffers (gaters).  The
L2R is shielded to minimize jitter, and both levels of route are
delay-tuned to minimize skew.  The schematics of the primary
driver, L2R repeaters, and SLCBs are shown in Figure 8.5.3.
The primary driver is preceded by a single-to-differential con-
verter (not shown), and the SLCB contains an additional cur-
rent-starving delay adjustable input (not shown) for deskew and
as a debug aid to help locate critical paths.

The physical geometry chosen for the L1R consists of a differen-
tial pair separated by a center noise shield and two outside noise
shielding wires (Figure 8.5.4a). Addionally, there is a parallel 
N-2 layer for shielding noise from lower layers. This configura-
tion provides shielding from inductive effects by locating ground
current returns close to the clock signal wires.  The L1R delivers
the clock to all corners of the die within 52ps skew including PVT
(as measured on one part).

Implementing the balanced H-tree route presents unique chal-
lenges between the clock routing team and the block designers.

The solution is to implement the L1R by defining initial
“reserved channels” for the major root sections of the tree based
on defined load zones that are roughly the four quadrants of the
core floorplan.  The clock is first routed to a centrally located pri-
mary driver.  From there, the route to each quad is engineered
with the help of custom tools based on the combination of a GUI
to the nominal layout tools and the custom inductance modeling
tools.  This methodology allows significant freedom for top-level
floor plan movement and sufficient abstraction for individual
block designers to make clocking at the top level effectively
transparent to the rest of the design team.

The structure of the L2R is a width and length balanced side-
shielded route in the conceptual form of a binary tree (Figure
8.5.4b). Leaf nodes represent the tap points to which designers
connect their gaters, nodes represent connecting points, and
edges represent the width of the route. Block designers are given
considerable freedom in the placement of L2R tap points. Tap
points are strapped where the skew impact is <5ps.  The process
of generating an L2R route for a local zone uses a mixture of pro-
prietary GUI based tools (EZROUTE) and manual intervention.
The capacitance data of the L2R tap points for each of the zones
is fed into EZROUTE. Using a grouping algorithm, Elmore delay
calculations, and summed capacitance values, the route design-
er created the link structure for the base tree (Figure 8.5.5).

The grouping algorithm is based on a simple heuristic that takes
into account only distance, Elmore delay between points, and the
level of the tree. The tool generates a balanced H-tree assuming
a constant width of wire based on the level of the tree. Manual
intervention is required to optimally link together the higher
parts of the tree where width modulation is required due to
design constraints. This process is followed by wire width modi-
fication (balancing) iterations based on Elmore delay until a mis-
match skew of <10ps is achieved using detailed RLC wire mod-
els (Figure 8.5.6).  The balancing process follows a bottoms-up
approach by first reducing the within-zone skew, followed by bal-
ancing out zone-to-zone skew, typically with only a few quick
Elmore iterations. 

The resulting L2 routes have 10ps maximum mismatch and 25ps
maximum one-sigma skew, based on Monte-Carlo PT variations.
The total power usage for the core L2R routes and SLCBs is
<800mW.
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Figure 8.5.2: Core clock level one and level two distribution.

Figure 8.5.3: Primary driver/repeater/SLCB schematic. Figure 8.5.4: First and second level route geometry.

Figure 8.5.1: Clock generation
diagram.
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Figure 8.5.5: Data representation of level two route. Figure 8.5.6: L2R routing flow diagram.
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Figure 8.5.1: Clock generation diagram.
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Figure 8.5.2: Core clock level one and level two distribution.
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Figure 8.5.3: Primary driver/repeater/SLCB schematic.
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Figure 8.5.4: First and second level route geometry.
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Figure 8.5.5: Data representation of level two route.
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Figure 8.5.6: L2R routing flow diagram.


