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Agenda
•  Feedforward neural networks

-  Terminology and basics 

-  Building blocks 

-  Network architecture 

-  Gradient-based learning 

•  Convolutional neural networks

•  Recurrent neural networks
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Slides are online at 
cme250.stanford.edu

http://cme250.stanford.edu
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Machine Learning Methods
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Do you have labeled data?

Supervised Unsupervised

Yes No

What do you want to predict?

Classification Regression

Category Quantity

KNN Linear 
Regression

Logistic 
Regression SVM Ridge 

Regression LassoCART

Do you want to group the data?

Clustering Dimensionality reduction

Yes No

K-means Hierarchical PCA

Neural 
Networks
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Deep Learning Resources
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Textbook: Deep Learning. Ian 
Goodfellow, Yoshua Bengio, and 
Aaron Courville 

Courses: CS 230, CS 231n, CS 
224n 

Online: Deep learning tutorial, 
notes on CNNs

http://deeplearning.stanford.edu/tutorial/
http://cs231n.github.io/
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The Success of Deep Learning
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Feedforward Neural 
Networks
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Supervised Learning
Algorithms that learn to associate some input X with some output Y. 

•  Linear regression: 

•  Logistic regression: 

•  Support vector machine: 

•  Decision tree:
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Linear Regression to Neural Networks
Linear models: 
•  Good: easy to fit, interpretable, low variance 
•  Bad: limited to linear functions (high bias) 

SVMs: 
•  Use explicitly chosen kernels to model relationships beyond linear 

Neural networks: 
•  Learn the kernels that best transform input to achieve output
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Feedforward Neural Network
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Goal: To approximate some function f *. In the case of a model for 
classification or regression, want to learn y = f *(x) to map from an input 
x to a category or real value y. Also known as multilayer perceptron. 

A feedforward network defines a mapping y = f (x ; θ) and learns the 
values of parameters θ that result in the best approximation of f *. 
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Feedforward Neural Network
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Feedforward: because information 
flows from x through the computations 
involved in f to the output y. 

Neural: because loosely inspired by 
our understanding of the nervous 
system. 

Network: because typically 
composes together many different 
functions.

x

y

f (x)
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Neural Network Layers
Example: We have 3 functions f (1), f (2), 
and f (3). Connected in a chain, they 
form a neural network  f (3) ( f (2) ( f (1)(x))). 

In the case of the 3-layer network, f (1) 
is called the first layer, f (2) the second 
layer, and f (3) the third layer. 

The number of layers is the depth of 
the model.
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Neural Network Layers
When we train a neural network, we 
want to drive f  to be close to f *. 

Of course, we don’t know f *; we just 
have training data (x (i), y (i)). For each 
x (i), we want the value from the 
output layer of the network to match 
y (i). 
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Neural Network Layers
Behavior of intermediate layers is not 
directly specified by the training data, 
so we call these layers hidden layers. 

Representing hidden layers as vectors, 
maximal dimension = width of model. 

Each element of hidden layer is a unit. 

Functions used to compute hidden 
layer values are called activation 
functions.

13

x

y

f (x)



CME 250: Introduction to Machine Learning, Winter 2019

Neural Networks: Examples
A linear 1-layer neural network: 

A nonlinear 3-layer neural network: 
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https://www.researchgate.net/publication/
316613684_Heterogeneous_sharpness_for_cross-spectral_face_recognition/figures?lo=1

https://www.researchgate.net/publication/316613684_Heterogeneous_sharpness_for_cross-spectral_face_recognition/figures?lo=1
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Universal Approximation Theorem
It might seem that in order to approximate arbitrary nonlinear 
functions, we have to choose the right model family for that function. 

The universal approximation theorem (Hornik et al. 1989; Cybenko, 
1989) states that a feedforward network with a linear output layer and 
at least 1 hidden layer with any “squashing” activation function (e.g. 
sigmoid function) can approximate any function from one finite-
dimensional space to another with any nonzero amount of error, 
provided the network has enough hidden units. 

In the worst case, O(2n) hidden units are needed.
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Deep Learning
O(2n) hidden units is not computationally feasible. 

Instead of making model wider (results guaranteed eventually by 
universal approximation theorem), make the model deeper. 

In practice, compositions of simple nonlinear functions can 
approximate complex nonlinear functions.
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Deep Learning
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Building Blocks of Neural Networks
•  Linear transformations 

•  Nonlinear transformations 

-  Activation functions 

•  Obtaining outputs 

-  Output functions

18
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Linear Transformations
Some main building blocks of feedforward neural networks is shared 
with linear regression: addition and multiplication. 

The weights of a neural network are real-valued matrices multiplied 
by the inputs to each layer. They are learned via training.
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Nonlinear Transformations
The activation functions of hidden layers are simple nonlinear 
functions. They are determined when the network architecture is 
coded and do not change during training.
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Obtaining Outputs
The output layer is usually just a linear transformation for regression 
problems and a linear transformation followed by some “squashing” 
function that brings a real value into the interval (0,1) for classification 
problems.
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Activation Functions
Which activation functions are best and the theoretical principles 
guiding their design are still an active area of research. 

Common activation functions include: 

•  Logistic sigmoid 

•  Hyperbolic tangent 

•  Rectified linear units

22
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Sigmoid Function
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Hyperbolic Tangent Function
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Rectified Linear Unit (ReLU)
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Output Functions
For real-valued outputs, use a linear output function. 

For binary outputs, use a sigmoid output function. 

For multi-class outputs, use a softmax output function.
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Each element is in (0,1). 
Entire vector sums to 1.
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Network Architecture
Architecture: the overall structure of 
the network. How many units it has, 
how these units are connected to 
each other. 

Example:
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Network Architecture
Nowadays, there are lots of network architectures to choose from. Try 
existing ones before customizing for your own application.
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Gradient-based Learning
How do we actually learn the network weights W? 

Linear regression has a closed-form solution. It is also convex and 
can be solved via convex optimization. 

SVMs are convex and can be solved via convex optimization. 

Decision trees are built via greedy algorithm. 

Optimizing neural networks is a non-convex problem.
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Gradient Descent
An iterative optimization algorithm for finding 
the minimum of a function F(x). 

Move in the direction in which F(x) decreases 
the most. 

Guaranteed to find global minimum of convex 
functions, but not non-convex functions. 

In practice, local minima of neural network 
weights are often pretty good.
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Cost Functions
On what function do we run gradient 
descent? Cost function. 

Intuitively, a cost function measures 
how well we are doing in our task of 
interest. 

Examples: Regression might use mean 
squared error, classification the 
maximum likelihood of observing the 
training data.
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Suppose the cost function is MSE: 

Then for the network at right:

Cost Function: Example
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Backward Propagation
Find the direction of maximum 
decrease (negative gradient) of 
the cost function w.r.t. the 
weights, and move the weights in 
this direction. 

The process of finding the 
gradient of the cost function w.r.t. 
the weights is called backward 
propagation, or backprop.
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Convolutional Neural 
Networks (CNN)
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Images as Inputs
An image can be represented as a matrix 
of integers or real values. 

If input to a traditional feedforward network, 
it can be flattened into a vector and a 
weight matrix W multiplied with it to 
produce the first hidden layer. 

Images are high dimensional so this results 
in a very wide network.
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Convolutional Neural Networks
A class of deep neural networks with an architecture designed to be 
invariant to shifts in the input. Most commonly used in image tasks. 

New layer types: Convolutional layer, Pooling layer
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Convolutional Layers
A convolutional layer is comprised of filters, which are small matrices.
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Convolutional Layers
Instead of taking the product between the entire image and the 
weights, a filter convolves with each filter-sized piece of the image.

38

Convolutional 
layer output
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Convolutional Layers

39

Convolutional 
layer output
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Convolutional Layers

40

Convolutional 
layer output

RGB input
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Convolutional Filters

41
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Pooling Layers
Pooling takes the maximum or average of a block of values. It is 
reduces the size of the hidden layers, speeds up calculations, and 
makes the features more robust.
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Pooling Layers
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Max-pooling  
layer output
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Example: LeNet-5 (1998)
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Example: AlexNet (2012)
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Example: VGG-16 (2014)
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Example: ResNet (2015)
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Deeper networks become 
harder to train. ResNet 
adds “skip connections” 
where output from one 
layer is fed to layer 
deeper in the network.
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Example: U-Net (2015)
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Max pooling layers 
downsample image 
resolution. To perform 
segmentation, upsample 
back to original 
resolution.
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Recurrent Neural Networks 
(RNN)
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Sequential Data as Inputs
A sequence is a stream of data (finite or infinite, fixed or variable 
length) that are interdependent.  

Examples include text, speech, any time series data. 

We want a network that “remembers” what it has seen so far when 
processing the next item of the input.
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Recurrent Neural Networks
At each time step t, the RNN takes as input the raw input at t and the 
output of the hidden layers at time t-1. Not a feedforward network — 
their own outputs become inputs again at the next time step.
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https://towardsdatascience.com/recurrent-neural-networks-and-lstm-4b601dd822a5
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Recurrent Neural Networks
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Recurrent Neural Networks

53

Where a feedforward NN maps one input to one output, RNNs can 
map one to many, many to one, or many to many.
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An architecture that enables RNNs to remember inputs over a long 
period of time.

Long-Short Term Memory (LSTM)
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http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Implementing Neural 
Networks
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Available Software Libraries
Python: 
•  sklearn Multi-layer perceptron 
•  TensorFlow 
•  Keras 
•  PyTorch 

R: neuralnet package, Keras 

Matlab: Deep Learning Toolbox
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Example Code
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