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Announcements

(1) Midterm Exam is Tuesday 2/10 7-9pm.

(2) If you have an academic conflict with the exam or if you have OAE accommodations,
fill out the form on Ed by end of class on Weds (form will be released very soon).

(3) Location info will be announced later this week. We are in the AIWG proctoring pilot so
we will assign you rooms and actual seats in the room as well.

(4) You may bring 3 pieces of paper - 6 sides if you count front and back - of notes. Can
be typed, handwritten, pictures, etc.

(5) Leave phones at home if possible! If not - we will collect them before exam starts.

(6) Review session on Friday at 4:30pm (location TBD). No lecture on Monday 2/9
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Why You Need a Model

WeoMD
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Why You Need a Model

WebMD Sym ptO m Checker wirsooy uap

INFO SYMPTOMS QUESTIONS CONDITIONS DETAILS TREATMENT

What are your symptoms? ~
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Multiple Random Variables. Start of Digital Revolution

Conditions that match your symptoms
UNDERSTANDING YOUR RESULTS €D

Migraine Headache (Adult)

S Gender Female Age 26 Edit
STRONG match
My Symptoms Edit
Tension Headache dizziness, one sided headache
Moderate match
Benign Paroxysmal Positional Vertigo (BPPV)
—— > C Start Over

Fair match
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Surprisingly Simple (if you can code)

Probability
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Three Guiding Questions
1. How do people actually define large models?
2. How can we do inference in large models?

3. What data can inform the design process?



But first some review.



Did you know today is Groundhog's day?

Sees shadow = 6 more weeks of winter.

Doesn’t see shadow = early spring.

Based on historical data: &
- When the groundhog sees shadow, 70% chance of 6 more weeks of winter.

- When the groundhog doesn’t see shadow, 40% chance of 6 more weeks of winter.

- Before we observe the groundhog, we think it is equally likely to be an early spring
or 6 more weeks of winter.
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Let W = 6 more weeks of winter, and S = sees shadow.

P(S |W)P(W)
P —
WIS) = Bl TwiP(W) + P(S [ W) POW)
B 0.7-0.5 _@NOM
T 07-054+06-05 065 _ Prediction —
Outcome Probability

6 more weeks of winter 0.54




At this point you know inference with
two random variables



Today: Five New Real + Exciting Problems

Age from C14 Updated Delivery Prob Age from Name
Stanford Eye Test Updating Lidar Belief

r MRy Al e s e

Left Eye

Progress: 40%
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Today: Five New Real + Exciting Problems Simple Joint

Interesting Likelihood

/ Age from C14 \

Age from Name\

Stanford Eye Test

& ips:iryeyes.al/messurs

Left Eye

Repeat Observations Continuous .




Updating Lidar Belief

Your prior belief in true distance
T ~N(p=1,0°=23)

Your sensor has uncertainty
X ~N(p=t,o*=1.5)

Observe:

Observation (X)

Object

True Distance (1)

X =1

(T =t1X =) o f(X =4|T = 1) /(T = 1
1 1(4—3)2]_

1

(- 1)?
5

o mexp[— 5 3 mexp[—%
- 1/4—-t)2  (t—1)2
Optiona O‘e"p__ %( 3 15 )}
but neat et A E(tz - ﬁt)}
Locexp:—%(t—B)z} NN(,u=31{J'2=1)

Pro tip: keep the -1/2 factored out

5109

)

\

Bayes theorem

Plug in normal PDF

Drop constants +
Combine exponents

After simplifying

Complete the square

Stanford University 14



Tracking in 2D Space?




"\ sateliite
'\ 37.800 km above sea level.

N2 0







Prior

_ (2—=3)%4(y—3)2
8

Prior belief: f(X =2,Y=y9) = BL e
T
(side view)
fX,Y(x7y) Py P
S NA— |
3|
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Likelihood

You now observe a noisy distance reading from a sensor at (0,0).
It says that your object is distance D = 4 away

DIX,Y ~ N(p =z +y? 0% =1)

1 = actual distance
C

>

Probability Density

Value of d

G - - - - . - - - -#_*‘ . .
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Put it all Together

f(X=2Y=y|D=4)

D=4 | X =2.Y = (X =2 Y =
= f | ik y) - £ ad ) Bayes using densities

f(D = 4)
K eV Ky e Y
1° . 9 * .
_ Substitute
(D=4
K K [4—\/ 21y?)? | (@84~ 3)2]
_ KKy 8 f(D = 4) is a constant w.r.t. (z,y)

f(D=4)
[4—\/x2+y 2 (@3- 3)2]

8

= Kjs-e K3 is a new constant
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Tracking Posterior

f(X=2z,Y=y|D=4)

5 '
A
¢ =
-5 5
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Many real world problems have way
more than two random variables...




Why You Need a Model

WeoMD
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Why You Need a Model

WebMD Sym ptO m Checker wirsooy uap

INFO SYMPTOMS QUESTIONS CONDITIONS DETAILS TREATMENT

What are your symptoms? ~
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Multiple Random Variables. Start of Digital Revolution

Conditions that match your symptoms
UNDERSTANDING YOUR RESULTS o

Migraine headache (adult) Gender Male Age 30 Edit

—— >

Moderate match

My Symptoms Edit

Acute Sinusitis dizziness, one sided headache

— >

Fair match

Stroke

== >

Fair match
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Challenge #1: Many Inference Questions

ORS
Throat _
Inference question:
Under- Given the values of some random
grad variables, what are the conditional
distributions of some other random
‘ ‘ variables?

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford UIliVEI'Sity 26

Sore
Throat




Challenge #1: Many Inference Questions

Under-
grad P(F=1IN=1T=1)
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Strep
Throat : :
One inference question:

Sore
Throat




Challenge #1: Many Inference Questions

Strep
Throat Another inference question:
Under-
grad / P(C,=1,U=1|S=0,F, =0)

Sore
Throat
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Challenge #2: Joint is Large

If we knew the joint distribution,

we can answer all probabilistic
@ @ inference questions.
Throat
Under- \ What is the size of the joint
=9 srad /) Probability table?
all blnary RVs A. 2N~1 entries

B. N? entries
C. 2N entries
D. None/other/don’t know

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford UIliVEI'Sity
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Challenge #2: Joint is Large

If we knew the joint distribution,

we can answer all probabilistic
@ @ inference questions.
Throat
Under- \ What is the size of the joint
N=9 srad /) Probability table?
all binary RVs A. 2N~1 entries
B. N? entries
(C) 2V entries
D. None/other/don’t know
Sore

Throat !\la!vely spemfymg a joint distribution
IS, in general, intractable.
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Three Guiding Questions
1. How do people actually define large models?
2. How can we do inference in large models?

3. What data can inform the design process?



Three Guiding Questions

1. How do people actually define large models?



Why You Need a Model

WeoMD
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A simpler WebMD

Under- _ o
@ @ Great! Just specify 2% = 16 joint
probabilities...?

P(F,, =a,F,,=b,U=c¢cT=4d)
. . We can compress the joint if we know
the generative story...
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Constructing a Bayesian Network

What would a Stanford flu expert do?
Under- E4d1. Describe the causality.

grad 2. Provide P(values|causal parents) for
each random variable

3. Implicitly assumes independences.

(D=
(=8
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Recall: Probabilistic Model

2. Provide P(values|causal parents) for each random variable

P(U = 1) = 0.8
Undergrad

P(T = 1|Flu=0,U = 0) = 0.1

P(Fev=1|Flu=1)=0.9 P(T=1|Flu=0,U=1)=0.8
)
)

P(Fev=1|Flu=0)=0.05
P(T = 1|Flu=1,U =0) = 0.9
= 1.0

T'=1Flu=1,U=1
Tired
Chris Piech + Juliette 21 Stanford University
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/

\l

Check your understanding:

What is P(Fev = 0|Flu = 1)

~

)




Could we write a python program which
makes a fake person from this joint?




To the Code

ChatGPT 5.2 2026. Prompt: “a lot of cute animated
characters running off to computers to solve a problem”

Midjourney 2023. Prompt: “a lot of excited pixar
characters running off to computers”
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10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

def make_sample():

Make Sample

chose a single sample from the joint distribution

# prior on causal factors
flu = bern(0.1)
undergrad = bern(0.8)

# choose fever based on flue
if flu == 1: fever = bern(0.
else: fever

9)

bern(0.05)

# choose tired based on (undergrade and

if undergrad == 1 and flu ==
elif undergrad == 1 and flu
elif undergrad == @ and flu
else:

# a sample from the joint has an

tired

: tired
: tired

tired

# assignment to *allx random variables

return {
"flu':flu,
‘undergrad':undergrad,
'fever':fever,
"tired':tired

flu)

bern(1.0)
bern(0.8)
bern(0.9)
bern(0.1)



3 def make_sample():

4 win

5 Make Sample

6 — J—

7 chose a single sample from the joint distribution

8 win

9 # prior on causal factors

10 flu = bern(0.1)

11 undergrad = bern(0.8)

13 # choose fever based on flue

14 if flu == 1: fever = bern(0.9)

15 else: fever = bern(0.05)

16

17 # choose tired based on (undergrade and flu)

18 if undergrad == 1 and flu == 1: tired = bern(1.0)
19 elif undergrad == 1 and flu == 0: tired = bern(0.8)
20 elif undergrad == @ and flu == 1: tired = bern(0.9)
21 else: tired = bern(0.1)
22

23 # a sample from the joint has an

24 # assignment to *allx random variables

25 return {

26 "flu':flu,

27 ‘undergrad':undergrad,

28 'fever':fever,

29 'tired':tired

30 +



3 def make_sample():
4 win
5 Make Sample
6 — J—
7 chose a single sample from the joint distribution
8 win
9 # prior on causal factors
10 flu = bern(0.1)
11 undergrad = bern(0.8)
12
13 # choose fever based on flue
14 if flu == 1: fever = bern(0.9)
15 else: fever = bern(0.05)
17 # choose tired based on (undergrade and flu)
18 if undergrad == 1 and flu == 1: tired = bern(1.0)
19 elif undergrad == 1 and flu == 0: tired = bern(0.8)
20 elif undergrad == @ and flu == 1: tired = bern(0.9)
21 else: tired = bern(0.1)
22
23 # a sample from the joint has an
24 # assignment to *allx random variables
25 return {
26 "flu':flu,
27 ‘undergrad':undergrad,
28 'fever':fever,
29 'tired':tired
30 +



3 def make_sample():

4 win

5 Make Sample

6 — J—

7 chose a single sample from the joint distribution

8 win

9 # prior on causal factors

10 flu = bern(0.1)

11 undergrad = bern(0.8)

12

13 # choose fever based on flue

14 if flu == 1: fever = bern(0.9)

15 else: fever = bern(0.05)
f’-ig # choose tired based on (undergrade and flu) )

18 if undergrad == 1 and flu == 1: tired = bern(1.0)

19 elif undergrad == 1 and flu == 0: tired = bern(0.8)

20 elif undergrad == @ and flu == 1: tired = bern(0.9)
%21 else: tired = bern(0.1) J

23 # a sample from the joint has an

24 # assignment to *allx random variables

25 return {

26 "flu':flu,

27 ‘undergrad':undergrad,

28 'fever':fever,

29 'tired':tired
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3 def make_sample():
4 i
5 Make Sample
6 — J—
7 chose a single sample from the joint distribution
8 i
9 # prior on causal factors
10 flu = bern(0.1)
11 undergrad = bern(0.8)
12
13 # choose fever based on flue
14 if flu == 1: fever = bern(0.9)
15 else: fever = bern(0.05)
16
17 # choose tired based on (undergrade and flu)
18 if undergrad == 1 and flu == 1: tired = bern(1.0)
19 elif undergrad == 1 and flu == 0: tired = bern(0.8)
20 elif undergrad == @ and flu == 1: tired = bern(0.9)
21 else: tired = bern(0.1)
22
(’723 # a sample from the joint has an “\
24 # assignment to *allx random variables
25 return {
26 "flu':flu,
27 ‘undergrad':undergrad,
28 'fever':fever,
29 'tired':tired




Can You Sample from the Joint?

Writing a python
program that can
sample from the joint,
IS the same as defining
the joint.
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Make a Generative Model

A good probabilistic
model is generative. It
explains the process
through which the joint
IS created.
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Generative Model of Binomial Questions

[ BON ) | questionExp.py — generateBinomial UNREGISTERED
P __pycacne__

» B0 drawLines_v0 +) [ NON ] M"generateBinomigl—-zsh—85x43
» B0 evaluation 17 o 3 : : ] ...[Teaching/CS109/Fall 2021/code/generateBinomial — -zsh &
v &9 grammars 18 class (Decision):
v [@ binomial 19 You are flipping a coin 50 times. The probability of a head on each coin-flip is 1/5.
» B _pycache_ 20 def renderCode(self): What is the probability that the number of heads is 21?
i e 21 explicit = self.getChoice('explicitRv")
i 22 if explicit: Answer:
/% binomialSetup.py 23 return self.expand('DeclareExplicitExpTask") Let X be the number of heads.
, : 24 else: X \sim Bin(n = 50, p = 1/5)
* declareBinomial.py ’ P(X = 21) = {n \choose 21} p”21 (1 - p)*{n - 21}
/+ makeBinomial.py 25 return self.expand('DeclareSubtleExpTask') . i
/* name.py 26
27 ——
/* oppStr.py
T 28 TEMPLATES = { You are trying to mine bitcoins. You try 100 times. The probability of a mining a bit
L ; A 29 'standard': { coin on each attempt is 3/25. What is the probability that the number of bitcoins mir
questionApprox.py - .
1 [ : ed is 997
/% questionCat.py g? 'temp;i‘lces. what is the expected number of {successes]
/+ questionExp.py wEelg : Answer:
/% questionMedian.py 32 } Let X be the number of bitcoins mined.
/+ questionPdf.py 33 w2t A{ X \sim Bin(n = 100, p = 3/25)
/+ questionPercentie.py 34 :terppla'lte' :'what is the expectation of {successes}', P(X=99) = {n \choose 99} p*99 (1 - p)*{n - 99}
/* questionStd.py 35 } Welght 5
. 36
/* questionVar.py ’ —
/% style.py 37 3 i { L )  You are running in an election. The number of votes for you can be represented by a 1
/% subtieBinomial.ey 38 template':'what is the average number of {successesk andom variable X. X ~ Bin(n = 100, p = 1/20). What is the probability that X is equal
/% thing.py 22 ) weight':2 to 6?
= citfzenShima 41} ' Answer:
> B citizenshipa 42 Let X be the number of votes for you.
» I codeorg1 o X \sim Bin(n = 100, p = 1/20)
> B codeorg 43 class . : (Decision): P(X = 6) = {n \choose 6} p"6 (1 - p)*{n - 6}
» B8 codeorg_ability 44 def registerChoices(self):
G 45 self.addChoice('expStylel', gu.makeChoicesFromMap(TEMF
46 -
:: :::3,:;::5 47 def renderCode(self): A ball hits-a series of 10 pir)s where it can bounce either_r@ght or left. The probab%
48 tempVars = { lity of a right on each pin hit is ©.5. What is the probability that the number of ri
> B0 drawLines PI - : : : ghts is greater than 7?
b B liftoff 49 successes':self.getState( 'successesStr')
» B0 liftoff_hacks 50 ¥ ) Answer:
» BB toyChain 51 key = self.getChoice( 'expStylel') Let X be the number of rights.
R MP] A - 1 X \sim Bin(n = 10, p = 0.5)

P(X > 7) = P(8 <= X <= 10)
= \sum_{i = 8}4{18} {n \choose i} p*i (1 - p)*{n - i} 48




Generative Model of Hand Written Letters

A B

i) primitives Q ’1} l T — O L&
procedure GENERATETYPE
/k‘ /l\‘ /\ k + P(k) > Sample number of parts
fori=1..xkdo

i c i — P(n; Sample number of sub-parts
ii) sub-parts Q—)D L l—) - ) l L ¢ I (n Im). > Samp p
forj=1..n;do
\‘ / ‘/ \ / l 'lr ‘lr sij — P(sij]si;—1)) > Sample sub-part sequence
end for
iii) parts 3 L L ,O R; < P(R;|S, ..., Si-1) > Sample relation
‘/ L end for
iv) obj N N N ¥ + {x, R, 5}
;\é)n?;l:tzt relation: relation: relation: return @GENERATETOKEN(s)) > Return program
attached along attached along attached at start
type level

tokenlevel AN 0 N AN
procedure GENERATETOKEN(%))
fori=1..x£do

Ilj S™  p(s™|s;) > Add motor variance
L™ + P(L{™|R;, T™, ..., ™)

v) exemplars

> Sample part’s start location
7™ « f(L™, ™) > Compose a part’s trajectory
end for
A  P(A™) > Sample affine transform
I(m)  P(IM)|T(m), A(m)) > Sample image
return (™)

o La
vi) raw data J,
I

\p<—

~




Human Level. And More!

Bayesian Program Learning models Deep Learning models

B People B BrL [ Deep Siamese Convnet (N0:91 %T'Yt
i e applicable to
[ BPL Lesion (no learning-to-learn) B Deep Convnet classification tasks

BPL Lesion (no compositionality) I Hierarchical Deep in panel A)

A B g5 . . . .

80

75

70

65

60

55

Identification (ID) Level

Classification error rate
(% judges who correctly ID machine vs. human)

50

45

40

50
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Generative Student Modeling

Juliette Woodrow, Chris Piech, 2021

trategy: whil trategy: fo \Strategy: i ‘
(P=0.70) (P=0.15) (P=0.15)
e . "
Y A J
Mental Model: Mental Model: Mental Model: Mental Model:
Lﬁssume Fixed CO’J Generalize Range-based Single Check

Y Y Y Y ‘ '
]

def main(): def main(): Eor i in range(S)J E.f :Eront_is_clear()ﬂ
move(); move(); move(); while front_is_ clear():

-4

Used generative grammars to simulate the most
common buggy programs that TAs would see in LalR.
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Generative Models make Independence Assumptions

What would a Stanford flu expert do?
Under- E41. Describe the causality.
4

grad 2. Provide P(values|causal parents) for

each random variable
3. Implicitly assumes independences.

(D=
(=8
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Generative Models make Independence Assumptions

Under-
grad

Each random variable is conditionally
independent of its causal non-
descendants, given its causal parents.

(D=
(=8
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Generative Models make Independence Assumptions

This model assumes that Flu and being

an Undergraduate are independent.
Under-

grad

Advanced: it also assumes that fever
and tired are conditionally independent
given Flu.

You need to tell a generative story. The
iIndependence assumptions come for
free.

(D=
(=8
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Bug: Constructing a Bayesian Network

Under-

grad
'j Must by acyclic!

=
)

\

()=
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Three Guiding Questions

1. How do people define large models?



Three Guiding Questions

2. How can we do inference in large models?



[suspense]




Computational Inference

_ Resample N=10,000
Query: P(Flu | Fever, Tired)

3. Count
Target From
Remaining

Total N
Matches Evidence

Target (Flu+Evid)

ESTIMATED PROBABILITY

0.758

Chris Piech + Juliette Woodrow, CS109, 2021 stanford University



Algorithm #2: Rejection Sampling

13 def main():

14 obs = get_observation()

15 samples =[samp1e_a_ton()]

16 prob = prob_flu_given_obs(samples, obs)
17 print('Observation = ', obs)

18 print('Pr(Flu | Obs) = ', prob)
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Algorithm #2: Rejection Sampling

(XN ) {2 webMd — -zsh — 56x42
{'flu': 1, 'undergrad': 1, 'fever': 1, 'tired':
{'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
({'flu': @, 'undergrad': 1, 'fever': @8, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'"flu': @, 'undergrad': 1, 'fever': @, 'tired':
({'flu': @, 'undergrad': 1, 'fever': @, 'tired':
. | {'flu': @, 'undergrad': @, 'fever': @, 'tired':
13 dEf ma ln ( ) u '{'flu': @, 'undergrad': 1, 'fever': @, 'tired':
u | {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'flu': @, 'undergrad': @, 'fever': @, 'tired':
- ' {'flu': @, 'undergrad': 1, 'fever': 8, 'tired':
14 Obs = get Gbservat lon( ) | {'flu': 1, 'undergrad': 1, 'fever': 1, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
({'flu': @, 'undergrad': 1, 'fever': 1, 'tired':
15 Samples - Sample a ton ( ) {'flu': @, 'undergrad': @, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'flu': @, 'undergrad': @, 'fever': @, 'tired':
6 b — b -F-L b 'L {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
1 pro - pro u glven O S Samp e{'flu': @, 'undergrad': 1, 'fever': 0, 'tired':
' {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
. | i | {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
17 p rlnt ( Observat lon — Dbs ) ({'flu': 1, 'undergrad': 1, 'fever': 1, 'tired':
! | {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
. | {'flu': @, 'undergrad': 1, 'fever': 1, 'tired':
18 prlnt( | Pr(Flu | Obs) — i prob) ;{'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| | {'flu': @, 'undergrad': @, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': 0, 'tired':
({'flu': 1, 'undergrad': 1, 'fever': 1, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
' {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
|{'flu': @, 'undergrad': @, 'fever': @, 'tired':
| {'flu': @, 'undergrad': @, 'fever': @, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': 1, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': 0, 'tired':
({'flu': @, 'undergrad': 1, 'fever': 1, 'tired':
| {'flu': @, 'undergrad': 1, 'fever': @, 'tired':
Chris Piech + Juliette Woodrow, CS109, 2021 {'flu': 1, 'undergrad': 1, 'fever': 1, 'tired':




Algorithm #2: Rejection Sampling

13 def main():

14 obs = get_observation()

15 samples = sample_a_ton()

16 prob =[prob_f1u_given_obs(samples, obs)]
17 print('Observation = ', obs)

18 print('Pr(Flu | Obs) = ', prob)
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Algorithm #2: Rejection Sampling

35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55

def prob_flu_given_obs(samples, obs):
Calculate the probability of flu given many
samples from the joint distribution and a set
of ovservations to condition on.
# reject all samples which don't align
# with condition
keep_samples = []
for sample in samples:
if check_obs_match(sample, obs):
keep_samples.append(sample)

# from remaining, simply count...
flu_count = 0
for sample in keep_samples:
if sample['flu'] == 1:
flu_count += 1

# counting can be so sweet...
return float(flu_count) / len(keep_samples)  20°!

Stanford University



Algorithm #2: Rejection Sampling

35 def prob_flu_given_obs(samples, obs):

36 i
37 Calculate the probability of flu given many
38 samples from the joint distribution and a set
39 of ovservations to condition on.
40 e
(741 # reject all samples which don't align “\
42 # with condition
43 keep_samples = []
44 for sample in samples:
45 if check_obs_match(sample, obs):
\\;3 keep_samples.append(sample) Y,
48 # from remaining, simply count...
49 flu_count = 0
50 for sample in keep_samples:
51 if sample['flu'] == 1:
52 flu_count += 1
53
54 # counting can be so sweet...

55 return float(flu_count) / len(keep_samples) 2021 Stanford University




Algorithm #2: Rejection Sampling

35
36
37
38
39
40
41
42
43
44
45
46
47

def prob_flu_given_obs(samples, obs):
Calculate the probability of flu given many
samples from the joint distribution and a set
of ovservations to condition on.
# reject all samples which don't align
# with condition
keep_samples = []
for sample in samples:
if check_obs_match(sample, obs):
keep_samples.append(sample)

(" 48
49
50
51

# from remaining, simply count... )
flu_count = 0
for sample in keep_samples:
if sample['flu'] == 1:
flu_count += 1 Y

\ 52
54
55

# counting can be so sweet...
return float(flu_count) / len(keep_samples)  20°!

Stanford University



Algorithm #2: Rejection Sampline

21 webMd — -zsh — 53x25

_ {'flu': @, ‘'undergrad': 1, 'fever': 0, 'tired': 1}
35 def prob_flu_given_obs(samples, obs): {'flu': @, ‘'undergrad': @, 'fever': @, 'tired': 0}
36 nan {'flu': @, 'undergrad': @, 'fever': 9, 'tired': 0}
37 Calculate the probability of flu given m¢t flu': @, 'undergrad': 1, 'fever': 1, 'tired': @}
o i , ) {'flu': @, 'undergrad': 1, 'fever': @0, 'tired': 0}
38 samples from the joint distribution and ‘{'flu': @, 'undergrad': 1, 'fever': 1, 'tired': 1}
39 of ovservations to condition on. {'flu': @, 'undergrad': 1, 'fever': O, 'tired': 1}
40 nun {'flu': 1, ‘'undergrad': 1, 'fever': 1, 'tired': 1}
. . , . {'flu': 1, 'undergrad': 1, 'fever': 1, 'tired': 1}
. # r§]ect al} ?amples which don't align {'flu': @, 'undergrad': 1, 'fever': 0, 'tired': 1}
42 # with condition {'flu': @, ‘'undergrad': @, 'fever': @, 'tired': 0}
43 keep_samples = [] {'flu': @, 'undergrad': 1, 'fever': ©, 'tired': 1}
44 for sample in samples: {'flu': @, 'undergrad': 1, 'fever': 0, 't}red': 1}
, {'flu': @, 'undergrad': 1, 'fever': @0, 'tired': 1}
45 if check_obs_match(sample, obs): {'flu': @, 'undergrad': 1, 'fever': @, 'tired': @}
46 keep_samples.append(sample) {'flu': @, 'undergrad': 1, 'fever': @, 'tired': 0}
47 {'flu': @, ‘'undergrad': 1, 'fever': @0, 'tired': 1}
o : {'flu': @, 'undergrad': 1, 'fever': 9, 'tired': 1}
48 # from remaining, simply count... {*flu': @, ‘'undergrad': 1, 'fever': @, 'tired': @}
49 flu_count = @ {'flu': @, 'undergrad': @, 'fever': @, 'tired': 0}
50 for sample in keep_samples:  ———————
51 if sample['flu'] == 1: ObservatiQn = {'flu': None, 'undergrad': 1, 'fever':
None, 'tired': 1}
52 flu_count += 1

Pr(Flu | Obs) = 0.1228646517739816
23 piech@Chriss-MBP-5 webMd % |

54 # counting can be so sweet...
55 return float(flu_count) / 1en(keep_samples)J 2021 Stanford University




Lets try it!




Rejection sampling algorithm

Inference yy ot i P(F,=1U=1T = 1)?

question:

# samples with (F,, =1, U =1,T = 1)
# samples with (U =1,T = 1)

probability =

Why would this definition of approximate probability make sense?

)

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford University es




Why would this approximate probability make sense?

Inference yy ot i P(F,=1U=1T = 1)?

question:

# samples with (F,, =1, U =1,T = 1)

robability =~
P 4 # samples with (U =1,T = 1)

Recall our definition of P(E) = lim n(£) n = # of total trials

probability as a frequency: noo N n(E) = # trials where E occurs

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford University 69



C XN ) 21 webMd — -zsh — 53x25
{'flu':

@, 'undergrad': 1, 'fever': O, 'tired': 1}
{'flu': @, ‘'undergrad': @, 'fever': @, 'tired': 0}
{'flu': @, 'undergrad': @, 'fever': 9, 'tired': 0}
{'flu': @, 'undergrad': 1, 'fever': 1, 'tired': 0}
{'flu': @, ‘'undergrad': 1, 'fever': @, 'tired': 0}
{'flu': @, 'undergrad': 1, 'fever': 1, 'tired': 1}
{'flu': @, 'undergrad': 1, 'fever': @, 'tired': 1} »
{'flu': 1, ‘'undergrad': 1, 'fever': 1, 'tired': 1} &
{'flu': 1, 'undergrad': 1, 'fever': 1, 'tired': 1}
{'flu': @, 'undergrad': 1, 'fever': @, 'tired': 1}
{'flu': @, 'undergrad': @, 'fever': @0, 'tired': 0} If you can Sample enough
{'flu': @, 'undergrad': 1, 'fever': O, 'tired': 1}
{'flu': @, 'undergrad': 1, 'fever': @, 'tired': 1} . . . .
{'flu': @, ‘'undergrad': 1, 'fever': @0, 'tired': 1} frOm the JOInt dIStrIbUtlon,
{'flu': @, 'undergrad': 1, 'fever': 9, 'tired': 0}
{'flu': @, 'undergrad': 1, 'fever': @, 'tired': 0}
{'flu': @, ‘'undergrad': 1, 'fever': 0, 'tired': 1} you Can answer any
{'flu': @, 'undergrad': 1, 'fever': O, 'tired': 1} ol .
{'flu': @, 'undergrad': 1, 'fever': @, 'tired': 0} prObablllty C]UEStIOn
{'flu': @, ‘'undergrad': @, 'fever': @, 'tired': 0}
Observation = {'flu': None, 'undergrad': 1, 'fever': . . .
S e Each one of these is one joint

piech@Chriss—-MBP-5 webMd %




Lets try another question



Y ou observe that someone has a recessive gene.
What is the probability that their cousin has the same recessive gene?
Each person has a 1/20 chance of having the recessive gene.

Cousin 1 Cousin 2



You observe that someone has a recessive gene.
What is the probability that their cousin has the same recessive gene?

0RO

Grand Parent 1 Grand Parent 2

Spouse 1
/ Parent 1 Parent 2 \ /

Spouse 2

Cousin 1 Cousin 2



You observe that someone has a recessive gene.
What is the probability that their cousin has the same recessive gene?

1 1

20 @ @ ’

Grand Parent 1 Grand Parent 2
1 \ 1
20 @ 20

Spouse 1
/ Parent 1 Parent 2 \ /

Spouse 2

Cousin 1 Cousin 2



What's the matter with
rejection sampling?



Probabilistic Model

P(Fl=1)=0.1

0.8
Undergrad

P(Fev=1|Flu=1)=0.9 P(T =1|Flu=0,U =0)=0.1
P(Fev=1|Flu=0) = 005)\ P(T =1|Flu=0,U =1)=0.8
P(T =1|Flu=1,U =0)=0.9
R(T = 1|Flu=1,U =1) = 1.0

Chris Piech + Juliette Woodrow, C$109, 2021 Stanford University




Probabilistic Model

0.8
Undergrad

Fev|Flu =1 ~ N(100.0,1.81) P(T =1|Flu=0,U =0)=0.1
Fev|Flu =0~ N(98.3,0.73) ) P(T =1|Flu=0,U=1)=0.8
— P(T =1|Flu=1,U =0)=0.9

R(I'=1|Flu=1,U =1) = 1.0

Chris Piech + Juliette Woodrow, C$109, 2021 Stanford University




Back to the code !!




Many Algorithms

Markov Chain

\
MCMC
/Y

Monte Carlo

iech + Juliette Woodrow, C$109, 2021 Stanford University




Many Algorithms

[i, 1,(101.0,] 1] -

(1, 1,'1@1_@,\ 1] MCMC is a way to sample
9, 1,| 101.0,\0 : " :

E@, o| 1010 @} with conditioned variables
[1, ©,|1061.0, |1] .

[1, o,|101.0, |e] fixed

[1, ©,11061.0, |1]

[1, ©,]|101.0, |1]

[1, 1,]1061.0, |1]

[1, 1,(1e1.0, /1] e« Fachoneofthese

H' 1' 121'8' ﬂ Ms one posterior

[1, 1,|101.0,|1] sample:

[1, 1,]1061.0,]|1]

[1, 1,)101.0,|1]

[1, 0,/ 101.0, |1] [Flu, Undergrad, Fever, Tired]

[1, 1, 161.90, |1]

[1, 1,] 161.0,/1]

' Chris Piech + Juliette Woodrow, CS109, 2021 Stanford University




Many Algorithms

Rejection MCMC Pyro ldea2Text
Sampling

\

o
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Three Guiding Questions

2. How can we do inference in large models?



Three Guiding Questions

3. What data can inform the design process?
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From Correlation to Bayes Net!

Classical mu
Techno/Tran

Reggae/Ska
Swing/Jazz

Rock n roll

Rock

Vletal or Hardrock
Punk

Alternative

Folk

Country [

Music

Hiphop/Rap

Reggae/Ska
Metal or Har

N
3
g

(o]
£
2

Rock n roll
Rock

{1 Punk

1Alternative

1 Folk
1Country
1 Music

0.0

.. \opera
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Bat Data

Genel Gene2 Gene3 Gened  Gene5 Trait

TRUE FALSE TRUE TRUE FALSE FALSE
FALSE FALSE TRUE TRUE TRUE TRUE
TRUE FALSE TRUE FALSE FALSE FALSE
TRUE FALSE TRUE TRUE TRUE FALSE
FALSE TRUE TRUE TRUE TRUE TRUE
FALSE FALSE FALSE TRUE FALSE FALSE
TRUE FALSE FALSE TRUE FALSE FALSE
TRUE FALSE FALSE TRUE FALSE FALSE
TRUE FALSE TRUE FALSE FALSE FALSE
FALSE TRUE FALSE TRUE FALSE FALSE
TRUE TRUE FALSE TRUE FALSE FALSE
TRUE FALSE FALSE TRUE FALSE FALSE
TRUE FALSE TRUE TRUE TRUE FALSE
FALSE FALSE TRUE TRUE FALSE FALSE
TRUE FALSE FALSE TRUE FALSE FALSE
TRUE FALSE FALSE TRUE FALSE FALSE
TRUE FALSE FALSE TRUE FALSE FALSE

Chris Piech + Juliette Woodrow, CS109, 2021
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Expression Amount

Geneb5 Trait

0.76 0.83
0.94 0.85
0.82 0.03
0.94 0.32
0.50 0.10
0.40 0.53
0.90 0.67
0.29 0.71
0.72 0.25
0.15 0.24
0.79 0.98
0.68 0.77
0.71 0.37
0.36 0.18
0.62 0.08
0.59 0.38
0.82 0.76

Chris Piech + Juliette Woodrow, C$109, 2021 Stanford University




Spot The Difference

Stanford University
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Spot The Difference
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Vary Together
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Vary Together
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Vary Together

6
r— FElx]=-1.1
4
, y— Fly] = —2.8
0
0
2
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The Dance of the Covariance

Say X and Y are arbitrary random variables

Covariance of X and Y:
Cov(X,Y)=E[(X —E[X](Y —E[Y]]

X y (x = EX])(y - E[Y)p(x.y)
Above Above Positive
mean mean

Below Below Positive
mean mean

Below Above Negative
mean mean

Above Below Negative
mean mean

Chris Piech + Juliette Woodrow, C$109, 2021 Stanford University




Covariance

Poll: (a) positive, (b) negative, (c) zero
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Covariance

|s the Covariance: (a) positive, (b) negative, (c) zero

Positive

Chris Piech + Juliette Woodrow, C$109, 2021 Stanford University




Covariance

|s the Covariance: (a) positive, (b) negative, (c) zero
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Covariance

|s the Covariance: (a) positive, (b) negative, (c) zero

Negative

Chris Piech + Juliette Woodrow, C$109, 2021 Stanford University




Covariance

|s the Covariance: (a) positive, (b) negative, (c) zero

Stanford University
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Covariance

|s the Covariance: (a) positive, (b) negative, (c) zero

Stanford University
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The Dance of the Covariance

Say X and Y are arbitrary random variables

Covariance of X and Y:
Cov(X,Y)=E[(X —E[X])(Y —-E[Y])]

Equivalently:
Cov(X,Y)=E[XY—E[X]Y — XE[Y]+ E[Y]E[X]]

= E[XY]- E[X]E[Y]- E[X]E[Y]+ E[ X ]E[Y]
= E[ XY |- E[X]E]Y]

= Xand Y independent - Cov(X,Y)=0
= But Cov(X,Y) = 0 does not imply X and Y independent!

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford University




Covariance and Data

Consider the following data:

Weight Height Weight * Height

64 57 3648
71 59 4189 ° N
53 49 2597 60 . .

67 62 4154 o > .
55 51 2805 2 0 VAR 7
I 45
58 50 2900 ” (v«
77 55 4235 —
57 48 2736 35
56 42 2352 30 |
51 42 2142 40 45 50 55 60 65 70 75 80
76 61 4636 Weight
68 o7 3876 Cov(W, H) = E[W*H] — E[W]E[H]
= 62.75 =52.75 = 3355.83 =45.77

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford University




Correlation




What is Wrong With This?

Consider the following data:

Weight Height Weight * Height

64 57 3648
71 59 4189 63 < N
53 49 2597 60 . .

67 62 4154 o > .
55 51 2805 2 0 VAR 7
I 45
58 50 2900 > (v« « _—
77 55 4235 —
57 48 2736 35
56 42 2352 30 |
51 42 2142 40 45 50 55 60 65 70 75 80
76 61 4636 Weight
63 57 3876 Cov(W, H) = E[W*H] — E[W]E[H]
= 62.75 =52.75 = 3355.83

Chris Piech + Juliette Woodrowe Stanford University




Cauchy Schwarz, a great way to normalize!

L JON COOREEREREIMEREREREDEINENTNERENEOENED x (i Chris Piech
G C ( | & Secure https://enwikipedia.org/wiki/Cauchy-Schwarz_inequali... ¥ * £ :
& & Notlogged in Talk Contributions Create account Log in
{ 5
o i F’
g W 3 —_— .
Q Article Talk Read Edit View history |Search Wikipedia Q
om
b . .
Cauchy—Schwarz inequali
WIKIPEDIA Y q ty
ilneFrecEncyclopecta From Wikipedia, the free encyclopedia
Main page In mathematics, the Cauchy-Schwarz inequality, also known as the Cauchy-
Contents Bunyakovsky-Schwarz inequality, is a useful inequality encountered in many
Featured content different settings, such as linear algebra, analysis, probability theory, vector algebra
Current events and other areas. It is considered to be one of the most important inequalities in all of
Handom Articks mathematics.["] It has a number of generalizations, among them Holder's inequality.
Donate to Wikipedia
Wikipedia store The inequality for sums was published by Augustin-Louis Cauchy (1821), while the
i corresponding inequality for integrals was first proved by Viktor Bunyakovsky (1859).
ey The modern proof of the integral inequality was given by Hermann Amandus
Hep Schwarz (1888).[1]
About Wikipedia

Community portal
Recent changes
Contact page

Tools

What links here
Related changes
Upload file
Special pages
Permanent link
Page information
Wikidata item

—Std(X)Std(Y) < Cov(X,Y) < Std(X)Std(Y)

Contents [hide]
1 Statement of the inequality
2 Proofs
2.1 First proof
2.2 Second proof
2.3 More proofs
3 Special cases
3.1 R? (ordinary two-dimensional space)
3.2 R" (n-dimensional Euclidean space)
33 L?
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Viva La Correlation

Say X and Y are arbitrary random variables

- Correlation of X and Y, denoted p(X, Y):
Cov(X,Y)
X,Y)=
£ ( ) \/ Var(X)Var(Y)
Note: -1 < p(X,Y) < 1

p(X,Y) =1 — perfectly correlated
p(X,Y)=-1 = perfectly negatively correlated
p(X,Y)=0 — absence of linear relationship

- But, Xand Y can still be related in some other way!
If p(X, Y) =0, we say Xand Y are “uncorrelated”

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford University




Recall: It is a useful starting point

Techno/Tran
Hiphop/Rap
Reggae/Ska
Metal or Har

N
§
~

(=]
£
é

Classical music .

Classical mu
Rock n roll

Rock
1Alternative

{1 Punk

1 Folk
1Country
1 Music

0.4

10.3 /
Techno/Tranc: ]
10.2
Reggae/Ska iy
Swing/Jazz 1
Rock n roll 1 o

Rock

Vletal or Hardrock

|

-0.1
.. \opera eggag
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Rock Music Vs Qil?

Rock Music Quality vs. US Oil Production
3,500,000 35

= Songs in "Rolling Stone 500
Greatest Songs of All Time"

- 30
~-=1S Crude Qil Field Production,

e Lower 48 States (1,000 barrels) L 25
- 20

2,500,000 /SI/

$h
Oo/. 15
IS
8,
7 10
2,000,000

+so0000 it WLLLLLLL | AT AT PR

l
D DD ) H A > PP L P P A > H & > & R
se"s’s’@s’mﬂmw%@@e & «»%* &mw@@mw‘:e

Hubbert Peak Theory

http://www.aekorg/publication/blog/ Stanford University




Tell your friends!

= Per capita consumption of cheese (US)
= Number of people who died by becoming tangled in their bedsheets

Vi

o
c
J

Pi

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

Per capita consumption of cheese (U8) 598 30.1 30.5 30.6 31.3 31.7 32.6 33.1 32.7 32.8

Number of people who died by becoming tangled in their

bedsheets 327 456 509 497 596 573 661 741 809 717

Deaths (US) (CDC)

orrelation: 0.947091

Chris Piech + Juliette Woodrow, CS109, 2021 Stanford University




Divorce Vs Butter?

Divorce rate Per capita

in Maine per . A consumption of

1,000 people Correlation: 99% margarine (Ibs)
5.25 10

5.00
\ 8
475
450 N\ : 6
AN

4.00
2 |
3.75 R —
3.50 0
2000 01 02 03 04 05 06 07 08 09
Source: US Census, USDA, tylervigen.com SPL

hitp://www.bbecomynews/magazine-27537142 Stanford University




Three Guiding Questions
1. How do people actually define large models?
2. How can we do inference in large models?

3. What data can inform the design process?



What haven’t we talked about?




Machine Learning (last section of CS109)

P(F, =1) =0.1 P(U=1)=08

Under-
grad 1. Learn this from data

2. Learn this from data

(D=
o8

P(F, = 1|F,, =1) = 0.9 P(T=1Flu=0:UiO)iO-1
P(F,, = 1|F, =0) =005 FPUT=1F,=0U=1)=038
P(T= Flu=1;U=O)=O.9
P(T=1|F,=1,U=1)=1.0

Chris Piech + Juliette Woodrow, C$109, 2021 Stanford University 114
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