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1. Operational Semantics

In Cool, it is a fatal runtime error to dispatch on a void value. We will add a void-propagating operator `?.` that acts like a normal method dispatch on non-void values, but produces a void value when applied to a void target.

Examples of new expressions are as follows:

\[ e_0?.f(e_1, \ldots, e_n) \]

The void-propagating operator applied to a function call is semantically equivalent to the following code:

\[
\text{let } v <- e_0 \text{ in }
\begin{align*}
\text{if isvoid } v \text{ then} & \quad \text{void -- a void value of same type as the other branch} \\
\text{else} & \quad v.f(e_1, \ldots, e_n)
\end{align*}
\]

(a) Below is the operational semantics for regular dispatch. The line \( v_0 = X(\ldots) \) implies that \( v_0 \) is not void. How does this rule need to be changed for the void-propagating operator applied to a function call, for the case where \( e_0 \) does not evaluate to \( \text{void} \)?

\[
\begin{align*}
\text{so, } S_1, E \vdash e_1 & \mapsto v_1, S_2 \\
\text{so, } S_2, E \vdash e_2 & \mapsto v_2, S_3 \\
\vdots \\
\text{so, } S_n, E \vdash e_n & \mapsto v_n, S_{n+1} \\
\text{so, } S_{n+1}, E \vdash e_0 & \mapsto v_0, S_{n+2} \\
\text{implementation}(X, f) = (x_1, \ldots, x_n, e_{n+1}) \\
\text{let } x_i = \text{newloc}(S_{n+2}), \text{ for } i = 1 \ldots n \text{ and each } x_i \text{ is distinct} \\
S_{n+3} = S_{n+2}[v_1/l_{x_1}, \ldots, v_n/l_{x_n}] \\
v_0, S_{n+3}, [a_1 : l_{a_1}, \ldots, a_m : l_{a_m}, x_1 : l_{x_1}, \ldots, x_n : l_{x_n}] \vdash e_{n+1} \mapsto v_{n+1}, S_{n+4}
\end{align*}
\]

Answer:

Yes, we must evaluate \( e_0 \) first and use the resulting store for the evaluation of the method’s actual arguments. We must also change \( e_0.f(e_1, \ldots, e_n) \) to \( e_0?.f(e_1, \ldots, e_n) \) in the conclusion (below the horizontal bar).
(b) Give the operational semantics rule for the void-propagating operator for the case where $e_0$ evaluates to $\text{void}$.

**Answer:**

$$
\frac{so, S_1, E \vdash e_0 \mapsto \text{void}, S_2}{so, S_1, E \vdash e_0?.f(e_1, \ldots, e_n) \mapsto \text{void}, S_2}
$$
2. Code Generation

We can remove the use of the frame pointer (FP) from the stack machine design we gave in class. Since the offset of the stack pointer (SP) from the activation record is statically known at every point in the code generator, we can reference temporary values using offsets from the stack pointer.

Consider the Cool code and corresponding assembly on the next page. The assembly is generated via a simple stack machine where the expression \texttt{add(r1,r2)} adds the \texttt{Int} objects referenced by \texttt{r1} and \texttt{r2} and stores a reference to the result in \texttt{a0}.

Your task is to fill in the blank targets of the load and store instructions on to reference the correct temporaries. You must follow the stack machine rules, so if the same value is stored in multiple places you must choose the one that the stack machine would use.
class Main {
    f(x: Object): Int {
        1 + case x of
            i: Int => let y: Int <- 1 in y + i;
            s: String => {
                s <- "hello";
                1 + s.length();
            };
        esac
    }
};
We will extend the COOL language with the concept of arrays. Arrays in cool are fixed-length mutable sequences. Arrays are constructed by a comma-separated list of expressions surrounded by square brackets, e.g., \([1, x, 42]\). Arrays can be concatenated using the syntax \(\text{array1} + \text{array2}\), which produces a new array with the values of \(\text{array1}\) followed by the values of \(\text{array2}\). Finally, arrays can be indexed using the syntax \(\text{array1}[3]\) which accesses the fourth element of \(\text{array1}\).

The array \([T_1, T_2, \ldots, T_n]\) has the static type \([T]\) where \(T\) is the least upper bound of the array element types \(T_1, T_2, \ldots, T_n\).

The following extension to the Cool CFG adds array construction and indexing expressions:

\[
expr ::= \ldots
| [expr, expr]^*
| expr[expr]
\]

(a) Give type checking rules for constructing arrays [Array], indexing into arrays [Array-Index], and concatenating two arrays [Array-Concat]. You do not need to handle invalid array accesses in your type rules.

**Answer:**

\[
\begin{align*}
O, M, C &\vdash e_1 : T_1 \\
O, M, C &\vdash e_2 : T_2 \\
&\vdots \\
O, M, C &\vdash e_n : T_n \\
T &= \bigcup_{1 \leq i \leq n} T_i \\
O, M, C &\vdash [e_1, e_2, \ldots, e_n] : [T] & \text{[Array]} \\
\end{align*}
\]

\[
\begin{align*}
O, M, C &\vdash e_1 : [T_1] \\
O, M, C &\vdash e_2 : Int \\
O, M, C &\vdash e_1[e_2] : T_1 & \text{[Array-Index]} \\
\end{align*}
\]

\[
\begin{align*}
O, M, C &\vdash e_1 : [T_1] \\
O, M, C &\vdash e_2 : [T_2] \\
T &= T_1 \sqcup T_2 \\
O, M, C &\vdash e_1 + e_2 : [T] & \text{[Array-Concat]} \\
\end{align*}
\]
(b) Is array sub-typing sound? That is, if $T_1 \leq T_2$, would it be sound to say the list type $[T_1] \leq [T_2]$? If it is sound, please provide an explanation as to why. If it is not sound, please provide an example where list subtyping would fail.

In your explanation, you may use a COOL program with the following class hierarchy to illustrate your point:

```
Game
  BoardGame  VideoGame
    Chess
```

**Answer:**

No. Suppose you have an array of type $[\text{BoardGame}] \leq [\text{Game}]$. Then we can assign a list of type $[\text{BoardGame}]$ to a variable of type $[\text{Game}]$. If we then modify the list with an element of type $\text{VideoGame}$, which is legal since $\text{VideoGame} \leq \text{Game}$, we have successfully added a $\text{VideoGame}$ to an array of dynamic type $\text{BoardGame}$. If we index into the original variable (of type $[\text{BoardGame}]$) we can access the $\text{VideoGame}$ as type $\text{BoardGame}$, which would lead to an error at runtime.
4. Register Allocation

Consider the following register inference graph:

\[ \begin{array}{c}
\text{a} \\
\text{b} \\
\text{d} \\
\text{e} \\
\text{c} \\
\end{array} \]

a) Fill in all 7 statements in the below control-flow graph, so that it results in the register interference graph. Use only statements of the form \( x = 1 \) and \( x = y + x \), where \( x, y, \) and \( z \) are variables (i.e., a, b, c, d, e). Assume that no variables are live on entry and that only e is live on exit.

1. \( a = 1 \)
2. \( b = 1 \)
3. \( c = 1 \)
4. \( e = a + b \)
5. \( d = c + e \)
6. \( d = 1 \)
7. \( d = d + e \)
b) Using the graph coloring heuristics in lecture 16, give the smallest number of colors $k$ that enable the heuristic to complete without spilling. If there are multiple nodes that could be deleted from the graph, break ties by first selecting a node with the fewest neighbors and second by choosing the node whose label is first in alphabetical order. Using your provided $k$, give the state of the stack when all nodes have been deleted from the graph.

Value of $k$: 3

```
Top of stack (pushed last)
  c
  b
  a
  e
  d

Bottom of stack (pushed first)
```

c) Provide the register allocation by listing the variables assigned to each register (named $r_1$, $r_2$, $r_3$, $r_4$, $r_5$, $r_6$, and $r_7$). Use the minimal number of registers.

**Answer:**

- $r_1$: c
- $r_2$: b, d
- $r_3$: a, e
5. Optimization

Consider the following three-address IR code for a function foo. Assume a and b are foo’s arguments.

```plaintext
foo:
c = 0
d = a / 2
L1:
if c > d goto L2
e = b - 1
f = e
i = e - 1
g = e * 4
h = i - c
k = f * 4
j = i - c
c = c + 1
goto L1
L2:
ret k
```

(a) Divide the function into basic blocks by giving the line numbers of each basic block. Give the line numbers as inclusive–inclusive ranges and name each block. So, if the second basic block covered lines 10, 11, 12, then you would write: “BB2: 10–12”.

Answer:

BB1: 1–3
BB2: 4–5
BB3: 6–14
BB4: 15–16
(b) What are the edges between the basic blocks? Give your answers as (source,sink) pairs. So if there is an edge between BB1 and BB2 from (a), then you would write: “(BB1,BB2)

Answer:

(BB1, BB2)
(BB2, BB3)
(BB2, BB4)
(BB3, BB2)

(c) What variable(s) (if any), violate the static single assignment (SSA) property?

Answer:

The variable c violates the SSA property, as it is written to twice.

(d) Assume common sub-expression elimination and constant folding have been applied several times (until convergence) to all statements except \( c = c + 1 \) on line 13. What variables can be removed by dead code elimination?

Answer:

g, h, i, j
(blank page for extended answers)