Lecture /



Announcements

ANo HW this week

ANeeded: OAE note taker!
AApply at oaeconnect.stanford.edu



The big picture

Sorting:

Ag(e 1 Tegtime
AMergeSort(Lecture 2)
AQuickSor{Lecture 4)

Al yQi R2 085S
AComparison model
lower bound (Lecture 5)

Ag ¢ time!!
ARadixSorfLecture 5)

INSERT/DELETE/SEARCH
Ag(l T&gtime

ARedBlack Trees (Lecture 6)

2 $0ft 495

GBRSINY Qi R27"6"8

AComparison mod&l lower
bound (Midterm¢ bonus Q)

Ag p timeT Tod,,,,

AHash functions




Today: hashing




Outline ,

AHash tablesare another sort of data structure that
allows fasiNSERDELETTSEARCH

Alike selfbalancing binary trees

AThe difference is we can get better performance in
expectation by using randomness.

AHash familiesare the magic behind hash tables.

AUniversal hash familieare even more magic.

AActuallyconstructing a universal hash family
Magic becomes real!



Goal:
Just like on last week

AWe are interesting in putting nodes with keys into a
data structure that supports fast
INSERRDELETISEARCH

AINSER
ADELE

ASEARC

Y2RS 6AUK |

data structure

HERE IT



L ast week

ASelf balancing trees:
AO(log(n))deterministic NSERDELETISEARCH

#prettysweet

Today:

AHash tables: 6

AO(1)expected time NSER’DELEVBEARCHQ

AWorse worstcase performance, but often great in practice.

2dz2Q@0S | f az #evensweeterinpractice

RN o0 ¢ @ e y\OHaBhSakashMaps | tnerdeied_map
question in HW! Hash tables are used for databases, caching, object representAtior




This is called

One way to geO(1)time  «rinsoi
ASay all keys are in the sét2,3,4,5,6,7,8,9}.

AINSERTE E
ADELET:EE
ASEARC
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3 IS here.



That should look familigis. %

AKind of likeBUCKETSOROmM Lecture 6.

ASm p oblem: if the keys may come from a
seU = {1,2X., 10000000000%.
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The solution then was
APut things in buckets based on one digit.

INSERT

21] [29] [55] 101 [50] [e] [1]

UH Bl

LGQa Ay GKA&XOodzO
go through until we find it.
Now SEARC

YeT
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our lives easief




Hash tables

AThat was an example ofteash table
Anot a very good one, though.

AWe will bemore clever(and less deterministi@bout
our bucketing.

AThis will result in fast (expected time)
INSERTDELETSEARCH



But first! Terminology.

AWe have ainiverse |Jof size M.
AM is really big.
AButonlyafewo a & [0 Yz2ad y F2NJ
elements of M are ever going to show up.
A M iswaaaayyyyyypigger than n.

A.dzi 6S R2Yy QU 1yYy26 6KAOK 2

A few elements are special
and will actually show up.

Example: U is the set of all strings of at mo
140asciicharacters.(128“° of them).

od

_ The only ones which | care about are thos
All of the keys in the which appear as trending hashtags on
universe live in this twitter. #hashinghashtags

blob. There are way fewer than 128 of these.

Universe U OEIYLX Sa aARSZT LQY 3
always do, as blue boxes with integers in them



' C2NJ GKA& f SO0 dzNB:
Th e p reVI O u S exam p I e number of things is the same as the

with this terminology number of buckets, both are n.
_ _ CtKAa R2SayQi KI
AWe have ainiverse |Jof size M. although we do want:

- - #buckets = O( #things which show u
A at most n of which will show up. (#thing F

AM iswaaaayyyyypigger than n
AWe will put items of U inte buckets

AThere is @ash functiorh:UTy X m}which says what
element goes in what bucket.

h(x) = least 1 — n buckets
significant digit of x.

All of the keys in the
universe live in this
blob.

Universe U



This Is daash tablewith chaining)

For demonstration

AArray of n buckets. purposes %leﬁ] h
: : This is a terrible has
AEach bucket stores a linked list. Tdzy Oii A 2y H
A We can insert into a linked list in time O(1)
A To find something in the linked list takes time O(Iengtr)(jliz/
Ah:UTh{1,X,n}can be any function:

Ao dzi T2 NJ O2y ONEB lindy=Senst sighiSanQigit gixi A C

INSERT: 1_—9
DI
o[ [13l->[43] >
SEARCH 43: 1
Scan through all the elements in 9 >@-—>

bucket h(43) = 3. n buckets (say n=9)



Aside Hash tables with open addressing

AThe previous slide is about hash tablg& chaining.

At KSNB QA&

ARead in CLRS if you are interested!
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>
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n=9 buckets

43>
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n=9 buckets

\end{Aside



This Is daash tablewith chaining)

For demonstration

AArray of n buckets. purposes %leﬁ] h
: : This is a terrible has
AEach bucket stores a linked list. Tdzy Oii A 2y H
A We can insert into a linked list in time O(1)
A To find something in the linked list takes time O(Iengtr)(jliz/
Ah:UTh{1,X,n}can be any function:

Ao dzi T2 NJ O2y ONEB lindy=Senst sighiSanQigit gixi A C

INSERT: 1_—9
DI
o[ [13l->[43] >
SEARCH 43: 1
Scan through all the elements in 9 >@-—>

bucket h(43) = 3. n buckets (say n=9)



Sometimes this good idea
Sometimes this islaad idea

AHow do we pick that functioro that this is a good id@a
1. We want there to be not many bucketsay, n)
AcCKAA YSIya ¢S R2y QiU dzaS G422 YdzOK
2. We want the items to b@retty spreadout in the buckets.
A This means it will be fast to SEARCH/INSERT/DELETE
(@)

En s N B
[ s[22}> s
@@l [ memee




Worstcase analysis

ADesign a functioi: U-> {1X,n}so that:

ANo matter what inputfewer than n items of U)
a bad guychooses, the buckets will b®alanced

AHere balancedmeans

ALT 6S KIR UKAAZ UKSY 6S
O(1)INSERDELETBSEARCH

ThinkPairShare!



YOU CANNOT ESCAPE THE DARK SIDE
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2 S NBlFftfte OFyQdi oS|I

A Theuniverse LhasM items

A They get hashed into buckets

A At least one buckehasat least M/n itemshashed to it.

A M isWAAYYYYY bigdhen n, sovi/n is bigger than n

A Bad guy chooses n of the items that landed in this
very full bucket.

= N buckets
These are all the things that
\ hash to the first bucket.

S LTS EEENE Universe U




Solution:
Randomness

g



What does

The game La;;gsmurgﬁgrmw 2. You, the algorithm,
random? chooses aandomhash
4 function @[YO pIB IE .

Plucky the pedantic penguin

1. An adversary chooses any n items 0

6 b B N “Yhand any sequence a
of INSERT/DELETE/SEARCH
operations on those items.

3. HASHIT Ou%ashpuns

1

INSERT 13, INSERT 22, INSERT 43,
INSERT 92, INSERT 7, SEARCH 43, 2
DELETE 92, SEARCH 7, INSERT 92

51N
5N

n
8
N

~



Example

h —
@o?:

ASay that his uniformly random. —

AThat means thah(1)is auniformly randomnumber
between 1 and n.

Ah(2)is also ainiformly randomnumber between 1 and n,
iIndependent of h(1).

Ah(3)is also auniformly randomnumber between 1 and n,
Independent of h(1), h(2).

AX

Ah(n)is also ainiformly randomnumber between 1 and n,
iIndependent of h(1), h(2)X, h(n1).

SENIAY



Why should that help?

Ly GdzA G A ¢
Fdzy OU A 2

2 Ké y20K 2 KIFd AT 0K
that foils a random function with high
probability?




What do we want?

L Uo&iaf lots of items land iniQEucket.
So we wannot that.

>
n



More precisely

A We want: "

A For allu, that the bad guy chose he,2°°uld,em

A E[ number of items i, W& 0 dzC2] "Q/d,;,,;i”@w ol
AIf that were the case, " be goou

A For each operation involving,
A E[ time of operation ] = O(1)

So, In expectation,
it would takes O(1) time per
INSERT/DELETE/SEARCLH

operation.



So we want:

A For alli=1,X, n, o
E[ number of items i, Wa 0 dzQ.| S



Aside: why not:

This slide
skipped in clas

A For alli=1X,n:
E[ number of items In bucket ?

Suppose that:

1

2

3

9
9

—

—

9

43> 14[>{ 22| >{92[>[ 8

this happens with
probability 1/n

431> 14]>{ 22| >{92[> 8

and this happens

with probability 1/n
etc. P 4

Then E[ number of items in buckdt= 1 for all.
But P{ the buckets get big } = 1.



h is uniformly random

Expectechumber of items i, QBucke?

‘meé ) o)}

A

A p B 0{To6) 'do)} ¢KEdQa
A o B pTé we wanted.
A p — 8

S199Nq U




¢KII 0Qa 3INBI GH

A For alli=1,X, n,
AE[ number of items io; W& 06 dzQ 1

AThis implies (as we saw befdre

AFor anysequenceof INSERDELETISEARCBperations on
any n elements of U, the expected runtime (over the
random choice of h) I9(1) per operation.

So, the solution is:
pick a uniformly random hash function.

¢



The elephant in the room







[ S Gl@ranplement this!

Issues:

ASupposédJ = { all of the possible hashtags }

Alf we completely choose the random function
up front, we have to iterate through all of U.

A128140possible ASCII strings of length 140.
A(More than the number of particles in the universe)

AANd even ignoring the time considerations
AWe have to store h(x) for everylL.x



Another thoughk

AJust remember h on the relevant values

h(13) = 6 We need some way of
h(22) =3 storing keys and values

0 G with O(1)

Algorithm now

A5 h(e2)=3
/7(22):3 N\

h(13) = 6

\

Algorithm later



How much space does It take
to store h?

AFor each element x of U:

Astore h(x)
A (which is a random number in §,n}).

AStoring a number in {1,..,n} takes log(n) bits.
ASo storing M of them takddlog(n) bits.
Aln contrast, direct addressing would require M bits.




Hang on now

ASurejfhatg & 2F &a02NAyYy3 (GKS
A.dzi Y80S UKSNBQa Fy2i(K!




Aside: description length

ASay | have a set S with s things in it.

Al get to write down the elements of S however | like.
A(in binary)

AHow many bits do | need?

Lttt OF ¢ ¢ v 4CAR?2

On board: the answer is log(s) Or, 01101011 ¢KAa 2 %? 1071\ a Yyl



Space needed to store a randdmn?

A Say that this elephargéhaped blob represents the set
of all hash functions
Alt has size. (Really big!)

A To write down a random hash function, we need
log(n™) =Mlog(n) bits. L




Solution

APick from a smaller set of functions.

A cleverly chosenubset
of functions. We call such
a subset @nash family.

We need onljyog|H| bits
to store an element of H.



Outline

AHash tablesare another sort of data structure that
allows fasiNSERDELETTSEARCH

Alike selfbalancing binary trees

AThe difference is we can get better performance |
expectation by using randomness.

AHash familiesare the magic behind hash tables.

AUniversal hash familieare even more magic.

AActuallyconstructing a universal hash family
Magic becomes real!



Hash families

AA hash family is a collection of hash functions.

ettt 2F GKS KI &
an example of a hash family.



This is still a terrible idea!

Example: e
' dagogical ly!
a smaller hash family For pedagogical purposes only

AH = {function which returns the least sig. digit
function which returns the most sig. digit

APick h in H at random.

AStore just one bit

to remember
which we picked.




The game 2. You, the algorlthm choosesandomhash
h, = Most_significant_digit function’ QLYO T8 hw. Choose it
h, =Least_significant_digit randomly from H.

H={R, h}

itemso O B hH N “Yhand any sequence

An adversary (who knows H) chooses any n

| picked R

of INSERT/DELETE/SEARCH operations on

those items.

INSERT 19, INSERT 22, INSERT 42,
INSERT 92, INSERT 0, SEARCH 42,
DELETE 92, SEARCH 0O, INSERT 92

iy

SHIT OUJE-IFlashpuns

3. HA
[19][22] [42][92][ 0] = —



The game 2. You, the algorithm, chooses@andom hash
h, = Most_significant_digit function@[YC 18 hw. Choose it
h, =Least_significant_digit rando :

H = (. hy) This adversary
1. An adversary (who knows H) chc COUId have bee

itemso o B ~ "Yhand any s :
of INSERT/DELETE/SEARCH od [ITNOf € adversarla _

those items.




Outline

AHash tablesare another sort of data structure that
allows fasiNSERDELETTSEARCH

Alike selfbalancing binary trees

AThe difference is we can get better performance in
expectation by using randomness.

AHash familiesare the magic behind hash tables|

AUniversal hash familieare even more magic:

AActuallyconstructing a universal hash family
Magic becomes real!



How to pick the hash family?

ADefinitely not like in that example.
Al SGQa 3I2 o601 02 0KXOG O

)



Expectechumber of items i, QBucke?

‘meé ) o)}

A

A p B U{ o) "QO )} So the number

A o B pIt of items inu,Q a
bucket is O(1).

A p — 8

|
s1939oNg u

o=
<

COLLISION!



How to pick the hash family?

[ SGQa 3J2 oFO1 02 0KXG O:
|

Ol AIA®E EE &€ OA EZA D]
B o{"@o) 406 )]

S ) D
B pfe

P — G8

AAIl we needed was thahis  1/n. Qg

S
a

o o To To Io Ix



Strategy

APick a small hash family H, so that when | choose h
randomly from H,

o~ N, N>, ~ z S y In English: fix any
A Ao VY xE 6 E Oh two elements of U
The probability

0 {Qo) Qo )} g that they collide

under a random h
in H is small.

A A hash family H that satisfies this is
called auniversal hash family

A Then we still get O(23ized buckets |
expectation.

A But now the space we need is

log(|H]) bits.
A Hopefully pretty small!




So the whole scheme will be
Choose h randorgé

from auniversal hash
family H

We can store h in small space
since H is so small.

Probably

" these

> § buckets will
S S be pretty

- o balanced.

UniverseU




Universal hash family
[ SGQa a0l NB Fd GKAaA

AH is auniversal hash familyf:
AWhen h is chosen uniformly at random from H,

AITAAOI NYY xEOE 0h

0. (@) W) g

€



Check our understandiXg

AH is auniversal hash familyf:
AWhen h is chosen uniformly at random from H,

AITAdSID VY x EOE oh
0. (@) o)) ¢

AH is[something elself: , ‘

AWhen h is chosen uniformly at random from H,
ATAJSIN WEIAQwN T8 R p h ThinkPairShare!
O {20) @ ¢ Are these
different?



Slide skipped Iin clas

S

Frogs like lceream

Statement 1: P[ random toad likes vanilla ] = %2, P[ random toad likes chocolate | = %2
PO a@l yAfttl ¢ tflyRa Ay GKS 0dz01Si
Statement 2: P[ random toad feels the same about chocolate and vanilla ] = %
P[ vanilla and chocolate land in the same bucket ] = %2

a

Universe = { vanillahocolate }
Buckets = { like, dislike
Toads = different possible ways of distributing ite



Slide skipped in class

Frogs like lceream

Statement 1: P[ random toad likes vanilla ] = Y2, P[ random toad likes chocolate | = %2
PO @l yAftftl ¢ flyRa Ay GKS 0dz01S0 a
Statement 2: P[ random toad feels the same about chocolate and vanilla ] = %
P[ vanillaand chocolate land in the same bucket %2

Universe = { vanillahocolate }
Buckets = { like, dislike

Seem like they might be the saxie Toads = different possible ways of distributing ite



Slide skipped in class

Frogs like lceream

Statement 1: P[ random toad likes vanilla ] = Y2, P[ random toad likes chocolate | = %2
PO @l yAftftl ¢ flyRa Ay GKS 0dz01S0 a
Statement 2: P[ random toad feels the same about chocolate and vanilla ] = %
P[ vanillaand chocolate land in the same bucket %2

Universe = { vanillahocolate }
Buckets = { like, dislike

Butno! 1is true but 2 is not. Toads = different possible ways of distributing ite



Slide skipped in class

Check our understa

AH is a universal hash family if:
AWhen h is chosen uniformly at random from H,

ATAJ0I NY xEOE 6h
5. (@o) do)) 2

€

AH is[something elsejf:
AWhen h is chosen uniformly at random from H,

ATAQOIN YWEITAQON 1B R ph
5 — : P
L {B0) W < These are
different!



A Pick a small hash family H, so that when |
choose h randomly from H,

Example AIAdOI VY x EOE oOh
0. (@) o)) g
AUniformly random hash function h

A[We just saw this]
A[Of course, this one has other downsid@s



A Pick a small hash family H, so that when |
choose h randomly from H,

Nonexample EIAOSTS * Y x EBE oF
0. (@) o)) g

Ah, = Most_significant_digit

Ah, = Least_significant_digit

AH = {R, h}
121 of
131 -
2
141 4
9




Outline

AHash tablesare another sort of data structure that
allows fasiNSERDELETTSEARCH

Alike selfbalancing binary trees

AThe difference is we can get better performance in
expectation by using randomness.

AHash familiesare the magic behind hash tables.

AUniversal hash familieare even more magic.

AActuallyconstructing a universal hash fami,

Magic becomes real!



A small universal hash family??
Al SNBQa 2YySY
APick a prime) 0 8
ADefine
(@ OO0 dEq

Qr(w F@W ac@
AClaim:

0 "Qp(®) DY pBM phov B M p

IS a universal hash family.



AExample:M =p =5n =3 ‘ig

ATo draw h from H:
APick a random a in {1,4}, b in {0X,4}

AAs per the definition:
AQ(@ co p GEéQ
AQr(@ (@ aéa
oo —

0 1

This step just |
scrambles stuff up. where twodifferent
No collisions here! elements might collide.



Where did this come from?

APick a prime) 0 8

ADefine )
(W o w a&n
Qr(@ FR@ ae@

A4

O Qi) DOV pB I phov 1B

3(
o)

AWhat goes wrong if we fio(e.g.co  p)? ThinkPairShare!
AWhat goes wrong if we fio(e.g.co  10)?
A2 KId 32Sa oNRPYy3I AF §ScR2Yy Qi



Where did this come from?

APick a primey 08
ADefine )
(W o w a&n

OQp(@ FRW ae®@

A4

O Q;p(w) DN pB ) phovy BM p

AQ: What goes wrong if we fi#(e.g.c0  p)?
AA:tand¢ (almost) always hash to same keyi | A)!
A (except whenwis very close ta)



Where did this come from?

APick a prime) 0 8
ADefine

(@ OO w Géq
Q@ H@ G

0 "Qp(®) DON pB M p

AQ: What goes wronif we fixw(e.g.co  1)?

AAY I YYX KSNB Aa 2yé&|‘él-vufév
€ o,n v thenp andt collideonw pandw T

sopf¢ probability of collision> more thanpXc!



Where did this come from?

APick a primey 08
ADefine )
(W o w a&n

OQp(@ FRW ae®@

A4

O Q;p(w) DN pB ) phovy BM p

AQ: What goeswronfweR 2 YV Q0 dza S.nl ¢DINA Y S
AA:mtandg  way too likely to hash to same key!
A (whenever®is even)



Why does this work?

AThis is actually a little complicated.
AThere are some hidden slides here about why.
AAlso see the lecture notes.

AThe thing we have to show is that the collision
probability i1s not very large.

Alntuitively, this is because:
Afor any (fixed, not random) paib in {0X. p—l}
Alf a and b are random,

Aax + b and ay + b are independent random variables. (wh




This slide skipped in clagshere for reference! Convince

Why does this work? ol b the same

for any pair!

AWant to show:
AEIAQGIB Y xEOE oh 0. {do) ™do)} -

Aaka, the probability of any two elemenisllidingis small.

Al SGQa 2dzald FTAE (62 StSYSy
Al SGQa ©®F yireoA Ro8 NJ

Qﬁ (00; mod 3

G ©a €D




This slide skipped in clagshere for reference!

The probability that 0 and 1 collide is small
AWant to show:
Ab . {"dm "dp)} -

N N N 7

AForanyw o N Tipltiolt bhow manya,bare there
sothat'Q; () I Y'R; (p) w ?

AClaimA G Qa SEI Of

_ Oim @ © aéQ
AProof: solve the system efs Oip & @ GED for a ar
1
mod 3 2
>
3
eg =3, %=1 N




This slide skipped in clagshere for reference!

The probability that 0 and 1 collide is small

AWant to show:
Ao . {'Im) "dp)} -

N N N 7

AForanyw o V Tipltloht hexactly one paira,bhave
R wl YR () w38

ALT n IyYyR m O2ff AR Sw doih&r:a

AG(M wl yRi(p) o8

A ® G¢ @8




This slide skipped in clagshere for reference!

The probability that 0 and 1 collide is small
AWant to show:

A {'am "dp)} -

AThe number of, bso that 0,1 colllde undehr |s at most
the number ofo  w so thatoo W A e

AHow many is that?

A We have p choices fab , then at most 1/n of the remaining-p are
valid choices fow X

A So at most) (—) 8




This slide skipped in clagshere for reference!

The probability that 0 and 1 collide is small
AWant to show:

Ab . {'am dp)} -

AThe # ofia,b) so that 0,1 collide under, is 1t (—) 8
AThe probability (ovea,b) that 0,1 collide undeh, yis:

. ran ey

(—)
A C )
A 8




This slide skipped in clagshere for reference!

The same argument goes for any pair

ATAQ6GIO vY xEOE o6h
o (o) W)}

¢CKIFO0Qa GKS RSTAYAIUAZ2Y 2F |
So this family H indeed does the trick.



But Is it efficient?

ACan we store h with small space?

O

AJdust need to store two numbers:
A aisin {2,p-1}
A b is in {OX,p-1}
A So about 2log(p) bits
A. & 2dz2NJ OK2A0OS 2F LI GKIF GQa

Compare: direct addressing was M bits!
Twitter example: log(M) = 140 log(128980vs M =128'40



Another way to see this
using only the size of H

AWe haven-1 choices for pandp choices for b
ASo|H| = p(p-1) = O(M)

Aace needed to store an element h:
Alog(M?) = O(log(M)).

O(M log(n)) bits
per function

O(log(M)) bits
per function



So the whole scheme will be
Choose a and b at rand;.rr;é

and form the functiorh, ,

We can store h in space
O(log(M)) since we just need
to store a and b.

Probably

" these

—> =  buckets wil
h -

a,b — Q be pretty

- o balanced.

UniverseU




Recapéms

AHash tablesare another sort of data structure that
allows fasiNSERDELETTSEARCH

Alike selfbalancing binary trees

AThe difference is we can get better performance in
expectation by using randomness.

Outline

AHash familiesare the magic behind hash tables.

AUniversal hash familieare even more magic.

AActuallyconstructing a universal hash family
Magic becomes real!



Want O(1)
INSERDELETTSEARCH

AWe are interesting in putting nodes with keys into a
data structure that supports fast
INSERRDELETISEARCH

AINSER
ADELE

ASEARC

data structure

HERE IT



We StUdied 2. You, the algorithm,
- chooses aandomhash
this game function@[YC piS8 k.

1. An adversary chooses any n items ‘

6 b B N “Yhand any sequence 6
of L INSERT/DELETE/SEARCH
operations on those items.

3. HASH IT OUT

1
INSERT 13, INSERT 22, INSERT 43, -

INSERT 92, INSERT 7, SEARCH 43, 2
DELETE 92, SEARCH 7, INSERT 92

nnn
sl
5[

n
8
N

~



Uniformly randomh wasgood

Alf we choose h uniformly at random, D*%;Z‘.’//,f's/
ATAQOTI NY xEOE 6h gy ¥’

> v ey P

0. {To) "do)} =+

e
AThat was enough to ensure that, in expectation,

I 0dzO1 S0 .AayQiu G22 TFdz €

A bit more formally:

For anysequenceof INSER'DELETISEARCBperations

on any n elements of U, the expected runtime (over the

random choice of h) I9(1) per operation

=4




Uniformly random h was bad

Alf we actually want to implement thisye have to
store the hash function h.

AThat takes a lot of space!

AWe may as well have just
Initialized a bucket for every
single item in U.

Alnstead, we chose a functi
randomly from a smaller s

v/ ¢



We needed amaller set
that still has this property

Alf we choose h uniformly at random,
AIAQ0ID Y x EOQGE 6h
> e vt - P
. (W) W) E

This was all we needed to ma
sure that the buckets wer
balanced in expectation

AWe call any set with that property a

universal hash family
AWe gave an example of a really small dne Eg



Conclusion:

AWe can build a hash table that supports
INSERFDELETESEARCH O(1) expectetime,

Aif we know that only n items are every going to show up,
where n isvaaaayyyyyyess than the size M of the universe

AThe space to implement this hash table is

O(n log(M)) bits.
A O(n) buckets

A O(n) items with log(M) bits per item
A O(log(M)) to store the hash fn.
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(for now)

Now we can use these going forward!



