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Mikolov, Le, Sutskever
Exploiting Similarities among Languages for

4 Machine Translation. arXiv, 2013
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| love music Ime encanta la musica

| Ike mathematics me gustan las matematicas
| enjoy computer science me gusta disfrutar de la informatic:
> D>

English “sentence” vectors Spanish ‘“‘sentence” vectors
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“end-to-end training”

Sutskever, Vinyals, Le. Sequence to Sequence Learning
with Neural Networks. NIPS, 2014.
Related Approach: Cho & Bengio. Encoder-Decoder RNNSs.
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Mary is in love with John

Mary respects John

John admires Mary

John is In love with Mary
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Quoc: Hello, | have a problem with my machine

Machine: Hi, this is Shiva. How may | assist you
today?

Quoc: | want to access using VPN

Machine: Currently, the machine is connected to
corporate network?

Quoc: No

Machine: Check out this solution <URL>

Quoc: Thanks, bye!

Machine: Thank you.



Quoc: What is the purpose of life?
Machine: To serve the greater good.

Quoc: What is the purpose of living?
Machine: To live forever.

Quoc: What is the purpose of dying?
Machine: To have a life.

Vinyals, Le. A Neural Conversational Model.
ICML Deep Learning Workshop, 2015.



Hi all,

We wanted to invite you to join us for an early
Thanksgiving on November 22nd, beginning

around 2PM. Please bring your favorite dish! RSVP by
next week.

Dave

C

Count us in! we'll be there!

Sorry, we won't be
able to make it.
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Advances in Memory and
Logical Reasoning

“Soft” Attention Mechanism
(Bahdanau, Cho, Bengio, 2014)

Augmented Memory
(Graves et al, 2014; Weston et al, 2014)

Augmented Logic and Arithmetic Components
(Neelakatan, Le, Sutskever, 2016)
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love music  <start>

Bahdanau, Cho, Bengio. Neural Machine Translation by Jointly
Learning to Align and Translate. ICLR, 2015.
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Graves, Wayne, Danihelka. Neural Turing Machines. ArXiv, 2014
Sukhabaatar, Szlam, Weston, Fergus.
End-to-end memory networks. NIPS, 2015.
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Functions (D
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multiply(a,b)

Neelakantan, Le, Sutskever. Neural Programmer: Inducing
Latent Programs with Gradient Descent. ICLR, 2016.
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Neelakantan, Le, Sutskever. Neural Programmer: Inducing
Latent Programs with Gradient Descent. ICLR, 2016.
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Machine: 5 apples.
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Quoc: | have 2 apples and Tom gives me 3
apples. How many apples do | have?

Machine: 5 apples. External Memory

1 2,3

Arithmetic & Logic
Functions

add(a,b) =5 * wl
subtract(a,b) = -1 * w2
multiply(a,b) = 6 * w3
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Able to improve accuracies of all related tasks

Dai, Le. Semi-supervised Sequence Learning. NIPS, 2015.
Luong et al. Multitask Sequence Learning. ICLR, 2016
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