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Abstract

We propose a multi-task learning approach utilizing pretrained-BERT for Sentiment Analysis, Paraphrase Detection, and Semantic Textual Similarity. The approach involves a three-step process: BERT Further Pre-training, Classifier Pre-training, and Multi-Task Fine-tuning. To improve performance on the target tasks, two strategies were implemented: advanced model structures and further pretraining BERT with task-specific datasets. Experimental results demonstrate that pretraining BERT with in-domain data significantly enhances performance on target tasks while maintaining performance on other tasks. Moreover, the use of a complex classification head did not enhance target task performance without sufficient training data.
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2 Introduction

Pretrained models, such as BERT [Devlin et al. 2018] and GPT [Radford et al. 2018], have proven to be highly beneficial for a range of Natural Language Processing (NLP) tasks. Rather than requiring a separate model for each specific task, a single model that performs equally well on multiple downstream NLP tasks is highly preferred. The primary advantage of this multi-tasking approach is that these tasks utilize the same model to process input sentences and obtain sentence encodings, with the only difference being the customized head required for each task to generate output in the desired format, such as a class label for text classification or a logit for textual similarity detection. Consequently, sharing a pretrained model, such as BERT, as the encoder and attaching a header for each task is a common approach.

In this work, we have adopted this philosophy to build a multi-task model based on pretrained-BERT to handle three tasks: Sentiment Analysis (SA), Paraphrase Detection (PD), and Semantic Textual Similarity (STS). Our experimental results indicate that this model performs well on PD and STS, but is only marginally satisfactory on SA. To improve performance on these target tasks, we explored two strategies, including advanced model structures and further pretraining BERT using task-specific datasets. Our experiments indicate that further pretraining BERT with in-domain data can significantly improve performance on the target task, without harming the performance on other tasks. Furthermore, we found that using a complex classification head did not enhance performance on the target tasks.
3 Related Work

Multi-task learning (MTL) (Caruana (1993)) has been widely used for models designed to handle multiple tasks. Many existing works (Sun et al. (2019), Liu et al. (2019a)) have utilized BERT as a shared text encoding layer in a multi-task model. While our approach trains all tasks together but with independent loss functions for each task, we acknowledge the value of other MTL approaches in improving model performance.

In addition to MTL, various pretraining strategies for BERT have been explored to enhance downstream task performance (Liu et al. (2019b)). For instance, larger batch sizes over more data, removing the next sentence prediction objective, training on longer sequences, and dynamically changing the masking pattern applied to the training data have been shown to be effective pretraining techniques.

Other works have demonstrated the significant benefits of within-task and in-domain pretraining for further improving the performance of downstream tasks (Sun et al. (2019)). Additionally, a more complex autoregressive pretraining method that enables learning of bidirectional contexts and integrates ideas from Transformer-XL (Liu et al. (2019a)) into pretraining has outperformed BERT by a substantial margin on a wide range of NLP tasks.

Furthermore, some works have investigated transfer learning approaches beyond BERT, such as XLNet (Yang et al. (2019)), ELECTRA (Clark et al. (2020)), which achieve state-of-the-art performance on various NLP tasks. These models have improved upon BERT by modifying the pretraining objective, introducing additional pretraining tasks, or using larger amounts of training data.

4 Approach

4.1 Architecture

The BERT-base model (Devlin et al. (2018)) comprises an encoder with 12 Transformer blocks, each with 12 self-attention heads, and a hidden size of 768. The maximum input sequence length is 512 tokens. The input sequence may have one or two segments, and the first token is always [CLS], which contains a special classification embedding. The [SEP] token is used to separate segments. BERT uses the final hidden state $h$ of the [CLS] token as the representation of the whole sequence.

As shown in Figure 1, the BERT encoder is augmented with three task-specific heads to perform the downstream tasks. For the sentiment analysis (SA) task, a softmax classifier is used to predict the probability $c$ of a label from a set of five possible labels (negative, somewhat negative, neutral, somewhat positive, or positive). The classification is performed on the output of the [CLS] token.
\[ p(c|h) = \text{softmax}(W_{sa}h_{\text{cls}}) \]

where \( W_{sa} \) is the task-specific parameter matrix.

For the paraphrase detection (PD) and semantic textual similarity (STS) tasks, two sentences are separately fed into BERT to generate their respective [CLS] tokens. The two [CLS] tokens are concatenated and fed into a shared fully connected layer to produce the hidden state \( h_c \). The PD task uses a binary classifier on \( h_c \) to determine whether two phrases convey the same semantic meaning:

\[ c = \text{logistic}(W_{pd}h_c) \]

where \( W_{pd} \) is the parameter matrix of the output layer for the PD task.

The STS task outputs a scale from 0 (not at all related) to 5 (same meaning) that measures the degree of semantic equivalence between two sentences:

\[ r = W_{sts}h_c \]

where \( W_{sts} \) is the parameter matrix of the output layer for the STS task. Note that the parameters of the shared concatenation and MLP layer are also shared between the PD and STS tasks.

Figure 2: LSTM-based classifier for the Sentiment Analysis task

In order to examine the impact of model structure on performance, we will employ a bidirectional LSTM base model as a competitor to the simple softmax classifier for the SA task. The model architecture is depicted in Figure 2. Specifically, the tokens in the final output layer, excluding the [CLS] token, are fed into a bidirectional LSTM layer. The resulting final output of the LSTM layer is concatenated with the [CLS] token, and subsequently passed through a fully connected layer. Finally, an output softmax layer is utilized to generate predictions for each label.

4.2 Methodology

When applying BERT to downstream NLP tasks, it is crucial to carefully determine the finetune strategy. In this study, we adopt a three-step approach for a delivered model: 1) Further Pre-training, 2) Classifier Pre-training, and 3) Multi-Task Fine-tuning, the training flow is shown in Figure 3.

Firstly, we further pretrain BERT using the target task-specific dataset, which exhibits a different data distribution compared to the dataset adopted by BERT for pretraining. To evaluate the effectiveness of this step, we perform a parallel experiment without this step, and the resulting performance serves as the baseline for comparison.

Secondly, we freeze the parameters of BERT and only train the classification heads of each task. The updated weights serve as a sound initialization for further finetuning. We also investigate the impact of model structure by replacing the trivial classifier with an LSTM-based model, as described in section 4.1.
Finally, we conduct Multi-task Fine-tuning by training all tasks together to update the weights of both BERT and the classification heads, while each head has an independent loss function. Our expectation is that BERT will leverage the shared knowledge among tasks.

5 Experiments

In this paper, we explore the impact of two factors on the performance of a multi-task classifier for Sentiment Analysis (SA), Paraphrase Detection (PD), and Sentiment Textual Similarity (STS) tasks. Firstly, we investigate the effect of further pretraining the BERT model with task-specific data. Secondly, we examine how a more complex model structure influences the performance of the multi-task classifier. We utilize the official pretrained uncased BERT-base model as the starting point of our training flow, as illustrated in Figure 3.

5.1 Datasets

For each of the three classification tasks, we train our models on widely-studied datasets. However, we note that these datasets have varying sizes. In particular, the Quora dataset\footnote{https://www.quora.com/q/quoradata/First-Quora-Dataset-Release-Question-Pairs} for the PD task is significantly larger than those of the other two tasks. As a result, the trained model may exhibit bias towards the PD task, as demonstrated in Section 5.3. We present the statistics for each dataset in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of Train</th>
<th># of Dev</th>
<th># of Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST</td>
<td>8,544</td>
<td>1,101</td>
<td>2,210</td>
</tr>
<tr>
<td>Quora</td>
<td>141,506</td>
<td>20,215</td>
<td>40,431</td>
</tr>
<tr>
<td>STS</td>
<td>6,041</td>
<td>864</td>
<td>1,726</td>
</tr>
</tbody>
</table>

Table 1: Summarization of dataset splits

**Sentiment Analysis** We use the Stanford Sentiment Treebank (Socher et al. 2013), which contains 215,154 unique phrases extracted from movie reviews. Each phrase is annotated by three human judges with one of five sentiment labels: negative, somewhat negative, neutral, somewhat positive, or positive. Given the discrete labels of the this dataset, we adopt accuracy as the metric to test accuracy on this dataset.

**Paraphrase Detection** We use the Quora dataset released by the Quora website, which consists of 400,000 question pairs labeled as paraphrases or not. Given the binary labels of this dataset, the metric that we utilize to test this dataset is accuracy.

**Sentiment Textual Similarity** We use the SemEval STS Benchmark Dataset (Agirre et al. 2013), which contains 8,628 sentence pairs with varying degrees of similarity on a scale from 0 (unrelated) to 5 (equivalent meaning). When testing this dataset, we calculate the Person correlation of the true similarity values against the predicted similarity values across the test dataset.

**Further Pretraining BERT** We employed the Large Movie Review Dataset (Maas et al. 2011) to further pretrain BERT. To construct the training dataset, we first split each independent review into sentences and processed them into samples, with each sample consisting of two segments, or sequences of tokens. To ensure consistency in the training dataset, we set a maximum sequence length of 512 for each sample and truncated longer reviews accordingly. To facilitate the masked
language modeling (MLM) task, we randomly masked 15% of tokens in each sequence during the construction of the training dataset. Specifically, for a given token to be masked, we replaced it with the special [MASK] token 80% of the time. In 10% of cases, we retained the original token, and in the remaining 10% of cases, we replaced it with a randomly chosen token. For the next sentence prediction (NSP) task, we constructed each sample by taking two segments, with 50% of the samples being from continuous sentences and the other 50% from different reviews. The following shows a short sample from our constructed dataset. The evaluation and loss calculation are the same with (Devlin et al. (2018)).

```
[CLS] following the es ##cap ##ades of kei [MASK] [MASK] la ##tri ##na and nate ##lla , our three " [MASK] " for [MASK] of a better term , the show [MASK] ' t shy away [MASK] parody ##ing [MASK] im ##agi ##nable subject [MASK] political correct ##ness flies out the window in ##under episode. [SEP] i didn ' t know this came from canada , but it is very good . very good ! [SEP]
```

5.2 Hyperparameters

We employ the BERT-base model (Devlin et al. (2018)), featuring a hidden size of 768, 12 Transformer blocks (Vaswani et al. (2017)), and 12 self-attention heads. During further pretraining with BERT, we use NVIDIA V100 GPU, set the batch size to 16, max sequence length to 512, and learning rate to 2e-5, while training for 5 epochs.

For pretraining the three classification heads, we train on an NVIDIA H100 GPU for 48 epochs, with a fixed learning rate of 1e-3 and batch size of 2048 to fully utilize the GPU memory, while keeping the BERT parameters frozen.

For the multi-task fine-tuning, we train on an H100 GPU for 48 epochs, with a learning rate of 1e-5 and batch size of 160. Throughout all training stages, we set the dropout probability to 0.1, and employ the Adam optimizer (Kingma and Ba (2015), Loshchilov and Hutter (2017)) with $\beta_1 = 0.9$ and $\beta_2 = 0.999$, and a decay rate of 0.01.

5.3 Exp-I: Investigate the Further Pretraining

In this section, we examine the effectiveness of further pre-training BERT on the movie review dataset by leveraging unsupervised masked language modeling and next sentence prediction tasks. The Stanford Sentiment Treebank and the movie review dataset share the same distribution, being derived from movie reviews. Thus, our primary focus is on the difference in accuracy for the Sentiment Analysis task.

<table>
<thead>
<tr>
<th></th>
<th>Acc. of SA Task</th>
<th>Acc. of PD Task</th>
<th>Person Correlation of STS Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o Further Pretrain</td>
<td>0.480</td>
<td>0.851</td>
<td>0.623</td>
</tr>
<tr>
<td>W/ Further Pretrain</td>
<td>0.549 (14.4%)</td>
<td>0.858 (0.8%)</td>
<td>0.631 (1.3%)</td>
</tr>
</tbody>
</table>

Table 2: Test set accuracy for downstream tasks of w/o and w/ further pretraining BERT using task-specific dataset

The results are presented in Table 2, where we observe a substantial improvement in the Sentiment Analysis task as compared to the original BERT-base model (row ‘w/o further pretrain’ in Table 2). The accuracy increased by 14.4%, while the other two tasks show only marginal improvements (1%).

Given that BERT is pretrained on the general domain, which has a distinct distribution from the movie reviewing domain, we argue that further pretraining BERT with the movie review dataset helps BERT acquire knowledge specific to this domain. As a result, BERT exhibits superior performance in classifying the sentiment of movie review phrases. Furthermore, the slight improvement in accuracy for the other two tasks indicates that further pretraining BERT with task-specific datasets does not adversely affect downstream tasks that rely on datasets from other domains.
5.4 Exp-II: Investigate the Model Structure

In this section, we investigate the impact of model structure on the performance of the Sentiment Analysis task by replacing the simple softmax classifier with a more complex LSTM-based classifier with an increased number of parameters. We employ the best strategy from Exp-I during the training process.

<table>
<thead>
<tr>
<th>Classifier of SA Task</th>
<th>Acc. of SA Task</th>
<th>Acc. of PD Task</th>
<th>Person Correlation of STS Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>0.549</td>
<td>0.858</td>
<td>0.631</td>
</tr>
<tr>
<td>LSTM-based</td>
<td>0.500 (8.93%↓)</td>
<td>0.859 (0.1%↑)</td>
<td>0.656 (4.0%↑)</td>
</tr>
</tbody>
</table>

Table 3: Comparison of test accuracy for downstream tasks between simple and LSTM-based classifier

The findings, presented in Table 3, reveal a 8.93% decrease in performance for the Sentiment Analysis task when compared to the simple classification head. However, the accuracy of the other two tasks slightly increased, despite being trained simultaneously. We hypothesize that the simple classifier based on the [CLS] token is sufficient for the Sentiment Analysis task, and the suboptimal performance is attributable to a lack of training data. This conclusion holds for the Sentiment Textual Similarity task as well. Although the LSTM-based classifier demonstrates strong ability, it cannot accurately classify sentiment labels when provided with inaccurate hidden states as inputs. Furthermore, the addition of more parameters increases the risk of overfitting with insufficient training data.

6 Conclusion

In conclusion, our study investigates two factors that can enhance the performance of BERT in a multi-task classifier. Firstly, we evaluate the effectiveness of further pretraining BERT using task-specific datasets. We find that this strategy significantly improves the downstream performance of BERT, while having no adverse effects on tasks that rely on datasets from other domains. Secondly, we examine the impact of model structure on performance and observe that implementing a classifier with a more complex structure and an increased number of parameters does not enhance accuracy when training datasets are limited. In fact, such a strategy can result in the deterioration of performance due to the heightened risk of overfitting.
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