Evaluating fine-tuning methods for robust multi-task sentence embeddings
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Abstract

In this paper, we evaluate diverse fine-tuning methods to generate high-quality embeddings that generalize well on three NLP tasks: sentiment analysis, paraphrase detection, and semantic textual similarity. We evaluate the impact of Gao et al. (2021)'s proposed SimCSE approach of intermediately fine-tuning on an NLI dataset to improve downstream performance and compare it to linear probing and fine-tuning only on the downstream tasks. Surprisingly, we find that intermediate fine-tuning harms performance both when linear probing and when fine-tuning on the target tasks. We offer three reasons for this degraded performance: the use of a learnable output layer diminishes the need for intermediate fine-tuning; multi-task settings have conflicting gradients that can lead to suboptimal convergence; and fine-tuning is sensitive to distributional shift between training stages. We also show that fine-tuning on sentiment analysis harms performance on semantic textual similarity datasets and, vice versa, fine-tuning on semantic textual similarity harms performance on sentiment analysis; however, fine-tuning on paraphrase detection doesn’t harm performance on semantic textual similarity nor sentiment analysis datasets.
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2 Introduction

Using a single model that has been adapted to perform on a variety of downstream tasks has a number of benefits over specialized models that can only perform one task: less total memory is required to store the parameters of a single compared to multiple models; less compute is required to train a single model for multiple tasks relative to models for each task, enabling wider and more democratized deployment; and there can be some degree of positive transfer between tasks, which can be especially beneficial for tasks that have limited training data (Ruder, 2017).

However, we find that much of the existing work on multitask model training would be infeasible for many downstream practitioners to implement – either because it requires retraining a model from...
scratch or significantly modifying architectures that are typically abstracted away by platforms like HuggingFace.

From an accessibility standpoint, we might hope that fine-tuning strategies could be employed to effectively train a multi-task model. Fine-tuning on top of a pretrained model is a central paradigm of foundational models and enables large models to be adapted to diverse downstream tasks in a computationally efficient and practically accessible way (Bommasani et al., 2021). As models continue to get larger and – in some cases – less open source (see the recent release of GPT-4 as evidence for both points), model practitioners will be even more reliant on fine-tuning if they hope to train models that are in line with SOTA models.

However, fine-tuning on a single dataset has been shown to distort pretrained features and lead to lower out-of-distribution (OOD) performance (Kumar et al., 2022). Given this, we predict fine-tuning on a single dataset will generate poor embeddings for a multi-task model. Fine-tuning on all three tasks might yield better results, but this presumes that the practitioner has access to the true downstream distributions at inference time and is likely susceptible to degraded performance if there’s any distribution shift.

Existing work from Gao et al. (2021) found that fine-tuning on an NLI dataset yields more robust embeddings that perform well even on non-NLI distributions – and Phang et al. (2018) found that fine-tuning on an intermediate, most generalized task before fine-tuning on the direct downstream task can yield better multi-task performance than training on the downstream tasks alone. However, Gao et al. (2021) only tested their approach on a variety of semantic textual similarity datasets, so it’s unclear if their approach extends to other tasks in NLP.

This approach doesn’t require any fundamental changes to the model or for the base model to be retrained; it simply requires one additional pass of fine-tuning with a small addition to the output layer for the NLI task. Leveraging these insights, we quantify the performance and robustness of fine-tuning on an NLI dataset before training on our downstream datasets.

3 Related Work

Multi-task learning has been an active area of research in the field of deep learning. However, training these models has proved to have its own set of challenges. Previous approaches require large amounts of additional pretraining on a wide variety of tasks (Aghajanyan et al., 2021). Other approaches involve fundamental changes to the base architecture of the model (Karimi Mahabadi et al., 2021).

Gao et al. (2021) introduces SimCSE as an alternative option for multi-task learning that only requires a small amount of additional fine-tuning. This makes it an attractive option for our project. SimCSE achieves state-of-the-art performance in sentence embeddings using a contrastive learning framework that includes supervised and unsupervised approaches.

Yu et al. (2020) identifies the challenges of multi-task optimization and proposes a simple yet general approach to avoid detrimental gradient interference between tasks. The approach involves projecting a task’s gradient onto the normal plane of the gradient of any other task that has a conflicting gradient. This approach leads to substantial gains in efficiency and performance in multi-task supervised and multi-task RL problems. Gradient surgery could be another approach to our problem, but we didn’t use it for two reasons: (1) it requires access to gradients from all tasks within the same batch, and we thought this might be unrealistic for model practitioners and (2) it seemed like many other groups wanted to use it and we wanted to try something different.

Finally, Kumar et al. (2022) highlights the tradeoff between in-distribution (ID) and out-of-distribution (OOD) accuracy in fine-tuning pretrained models for downstream tasks. It suggests that full fine-tuning can lead to worse accuracy OOD than linear probing when the pretrained features are good and the distribution shift is large. The paper recommends a two-step strategy of linear probing followed by full fine-tuning as an alternative approach.

4 Approach

Below, we describe our approach. To reiterate, our experiments and approach emphasize computational efficiency (e.g. avoiding re-training from scratch) and feasibility of implementation (e.g.
avoiding making fundamental changes to parts of the model typically abstracted away from model practitioners).

4.1 Overall Model

Our overall model is built on top of the original pretrained BERT model introduced by [Devlin et al., 2018]. The original BERT model with pretrained weights (or fine-tuned weights in certain experiments) is used to generate embeddings for the input sentence or sentences.

For our BERT embedding, we use the hidden-state of the last layer of the first token of the sequence which is then passed through a fully connected and Tanh layer (pooler output).

We define distinct classifiers – described in further detail below – for each of our 3 tasks, and we pass embedding(s) to these 3 distinct classifiers depending on the task of the input instance $x_i$.

For the reason discussed earlier, we avoid making significant changes to the model and instead rely primarily on fine-tuning and simple changes that be applied on top of a pre-trained model in order to generate robust embeddings.

4.2 Output Layers

We define a separate output layer for each of three tasks; the task label – which we know at train and test time – determines which output layer we pass the embedding(s) from the base BERT model to.

Each of these output layers generates a prediction which – at train time – thereby generates a loss. The loss function is different for each classifier. The loss is then backpropogated only to the parameters of the output layer that made the prediction (e.g. the loss incurred on a paraphrase example doesn’t affect the gradient of the sentiment classifier). If we are fine-tuning the models, then the loss is also used to update the parameters of the base BERT model.

4.2.1 Sentiment Analysis Classifier

In sentiment analysis, our input is a single token sequence that we retrieve a BERT embedding for. Our desired output is the class prediction for the sentiment of the input sentence; there are 5 sentiment classes.

We feed the embedding from BERT into a single fully connected layer which outputs a $(1 \times N)$ logit where $N$ is the number of sentiment classes. We then pass this $(1 \times 5)$ logit into a sigmoid activation function to get the probability distribution over the sentiment classes; we take the argmax of this distribution to determine our prediction $y_i$. 
4.2.2 Semantic Textual Similarity Regressor

In semantic textual similarity, our input is two token sequences that we retrieve BERT embeddings for.

We test two approaches to designing our decoder layer to translate these two BERT embeddings into a single scalar prediction.

Our first architecture concatenates the two vectors together; we refer to this as our 'concatenate decoder'. Our second architecture element-wise multiplies the two vectors together; we refer to this as our 'weighted dot-product' decoder because the weight matrix of the following linear layer can learn a weighted summation over the element wise multiplication.

In both architectures, the resulting vector is passed through a fully connected layer which directly outputs a single scalar prediction for the similarity of the two sequences.

4.2.3 Paraphrase Classifier

In paraphrase classification, our input is two token sequences that we retrieve BERT embeddings for. Similar to semantic textual similarity, we again test best the concatenate and weighted dot product as our decoder structure.

The resulting embedding is passed into a fully connected layer and then into a Sigmoid nonlinear activation layer to determine the probability that the inputs are a paraphrase of each other. We use the simply majority as our threshold.

4.3 Training Approach

4.3.1 Training on all three downstream tasks.

We have two approaches to training on all three downstream tasks: linear probing and fine-tuning. In linear probing, we freeze the BERT parameters and only train the output layers. In fine-tuning, we also update the parameters of the base BERT model.

At train time, each mini-batch only contains examples from a single task; by isolating task examples from each other, we can ensure that the loss from each batch is only applied the relevant classifier. That is to say, the parameters of the sentiment classifier aren’t affected by loss incurred on semantic textual similarity examples.

We use Adam as our optimization function, and we maintain separate Adam instances for each output classifier so that momentum and learning rates are calculated only based on gradient updates made to that classifier and not based on updates to any of the other classifiers.

4.3.2 Integrating contradiction/entailment pairs as an intermediate fine-tuning task.

Inspired by the work of Gao et al. (2021), we test the impact of finetuning our BERT model on a natural language inference dataset using entailment pairs as ground truth positives and contradiction pairs as ground truth negatives. We refer to this fine-tuning strategy as SimCSE (Simple Contrastive Sentence Embeddings) – as in the paper.

More concretely, we adopt the contrastive loss function defined in Equation 1. Here, $h_i$ represents the BERT embedding of the premise; $h_i^+$ refers to the BERT embedding of the entailment; $h_i^-$ refers to the BERT embedding of the contradiction; N is the batch size. Intuitively, this loss function should incentivize the embeddings of entailed sentences to be close together and the embeddings of contradictory sentences to be far part.

$$-\log \frac{e^{\cos \text{sim}(h_i, h_i^+)}}{\sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_i^+) + e^{\cos \text{sim}(h_i, h_i^-)}}}$$

After fine-tuning on these entailment and contradiction pairs, we adopt the same training strategy as described above.
This approach requires no modification to the architecture of the model, is agnostic to the downstream classifier structure, and is easy and computationally efficient to train since it only requires fine-tuning on top of a large pre-trained model.

5 Experiments

5.1 Data

For sentiment analysis, we use the Stanford Sentiment Treebank dataset (11,855 instances with 5 classes). For paraphrase detection, we use a subset of the Quora dataset (202,152 instances with 2 classes). For semantic textual similarity, we use a subset of the SemEval STS Benchmark dataset (8,628 instances with 6 classes). For NLI data, we use the same subset of the MNLI dataset used by Gao et al. (2021).

5.2 Evaluation method

Since our project is on the impact of fine-tuning methods, we define our baseline as 'linear probing’ which involves no fine-tuning and gives us a good idea of what the raw BERT embeddings passed into a fully connected layer can yield. Against this linear probing baseline, we evaluate two styles of fine-tuning: round-robin fine-tuning and intermediate fine-tuning with a contrastive loss before round-robin training.

We evaluate the performance of our model on each task separately using the appropriate evaluation metric: accuracy for SST and paraphrase classification, pearson correlation for STS.

SimCSE intermediate fine-tuning. For SimCSE intermediate fine-tuning, we examine how intermediate fine-tuning affects the performance of linear probing and round robin fine-tuning; concretely, this means we intermediatley fine-tune and then either train linear probing layers on the target task or fine-tune on the target tasks afterwards and compare this performance against the performance these architectures achieved without integrating SimCSE intermediate fine-tuning.

5.3 Experimental details

For linear probing, we use a learning rate of 1e-3; for fine-tuning on the 3 final tasks we use a learning rate of 1e-3. We use batch sizes of 32 (which is the maximum we could use given the RAM constraints on our instance).

For SimCSE fine-tuning, we attempt to replicate the conditions of the paper by using 3 epochs for train and a learning rate of 5e-5. They use batch sizes of 64, but we are unable to accomplish this given the memory constrains of our cluster and instead use batch sizes of 32.

5.4 Results

5.4.1 Impact of SimCSE

In Table 1, we report the accuracies on our three downstream tasks using our baseline round-robin style training and using the SimCSE contrastive loss intermediate fine-tuning objective. Surprisingly, we find that intermediate fine-tuning with a contrastive loss term lowers performance compared to round-robin training both when fine-tuning and when only linear probing. It harms performance most on the semantic textual similarity task and slightly helps performance on the sentiment analysis task in the linear probing architecture; this is especially surprising since Gao et al. (2021) evaluate the SimCSE methodology on STS tasks.

In section 6, we discuss possible explanations for SimCSE’s poor performance on our tasks.

5.4.2 Leave one out fine-tuning testing as a generalizability baseline

In Table 2, we show the impact of fine-tuning on two tasks but not on a third, left-out task. All tasks, including the left-out one still have their classifier layers trained, but the left-out task doesn’t have its loss propagated to the layers of the BERT base model. We use this test to demonstrate how
Linear Probing | Finetuning
---|---
Round Robin w/ SimCSE | Round Robin w/ SimCSE
Sentiment Analysis | .386 | .390 | .494 (.480) | .487
Paraphrase Classification | .694 | .632 | .823 (.822) | .775
Semantic Textual Similarity | .304 | .195 | .370 (.355) | .346
Average | .461 | .406 | .562 (.552) | .536

Table 1: Impact of intermediate fine-tuning on an NLI dataset with a contrastive learning objective relative to round-robin training. We find that, contrary to our expectation, intermediate fine-tuning harms performance. All performance figures are on dev set except for our best model which we evaluate on the test set and report performance in parentheses.

Left Out Dataset During Finetuning

<table>
<thead>
<tr>
<th>Sentiment Analysis Accuracy</th>
<th>Paraphrase Classification Accuracy</th>
<th>Semantic Textual Similarity Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.278 (-.092)</td>
<td>0.495 (+.001)</td>
<td>0.501 (+.007)</td>
</tr>
<tr>
<td>0.813 (-.010)</td>
<td>0.628 (-.066)</td>
<td>0.825 (+.002)</td>
</tr>
<tr>
<td>0.395 (+.025)</td>
<td>0.357 (-.013)</td>
<td>-0.064 (-.434)</td>
</tr>
</tbody>
</table>

Table 2: Impact of leaving out a single dataset during fine-tuning. Figures in parentheses are the difference in metric score from the baseline. Along the diagonal, the relevant baseline is the performance of that task in the linear probing setting (since we don’t fine-tune); everywhere else, the relevant baseline is that task’s fine-tuning performance.

fine-tuning can degrade the robustness of embeddings on unseen tasks – consistent with the findings of [Kumar et al., 2022] – and to understand, partially, which tasks potentially degrade the performance of the other tasks.

We find that leaving out a task during fine-tuning significantly degrades performance on that task (even though we trained a linear classifier on the task’s data) and this degradation of performance is largest for the STS task and smallest for the paraphrase classification task. For a left-out task, we define degradation in performance relative to the performance of that task in the ‘linear probing’ experiment in Table 1 (which didn’t fine-tune on any tasks); this is the fair comparison since we don’t fine-tune and only train output layers for the left-out task. For an included task, we define change in performance relative to the performance of that task in the fine-tuning experiment; this is appropriate since we fine-tune on this task.

We also find that leaving out sentiment data improved the performance on the STS task and, vice versa, leaving out STS data improved performance on the sentiment analysis task – potentially signalling that the STS and sentiment tasks have conflicting gradients and are dissimilar enough that the same model’s embedding struggles to perform well on both.

Contrastingly, we find that leaving out paraphrase data during the fine-tuning stage doesn’t improve performance on the other tasks. It’s possible that including paraphrase data doesn’t conflict as much with either of the other two tasks, so leaving it out of the fine-tuning stage doesn’t improve performance on the other tasks.

5.4.3 Concatenate vs weighted dot product decoder for STS and paraphrase tasks

We evaluate two decoder schemes for the output layers of the STS and Paraphrase tasks. Our first approach simply concatenates the two embedding vectors \( x_i \) and \( x_j \) together and passes them through a fully connected layer. Our second approach takes the elementwise product of vectors \( x_i \) and \( x_j \) and passes them through a fully connected layer. In paraphrase detection, the logits are then passed through a Sigmoid layer.

We find that weighted dot product yields better results and converges faster; we use weighted dot product for our SimCSE experiment and don’t test the concatenate decoder.
6 Understanding why SimCSE harms performance

Gao et al. (2021) find that training with a contrastive loss objective (defined in Equation 1) using entailment pairs and contradiction pairs as negatives improves the performance of BERT embeddings on a variety of STS tasks.

However, when we adopt this training strategy for our task, we find that it hurts performance relative to the performance we achieve when we don’t intermediate fine-tune using this contrastive loss.

We offer three possible explanations for this degraded performance: (1) Gao et al. (2021) do not learn a fully connected layer on top of their BERT embeddings for their downstream tasks while we do; (2) the multi-task setting we are in result in conflicting gradients which harms performance; (3) fine-tuning performance is sensitive to the particular data distribution being used in pre-training, fine-tuning, and at evaluation.

6.1 Difference in output classifiers

Expounding on the first point, Gao et al. (2021) use the cosine similarity of the outputted embeddings from BERT\textsubscript{base} directly as their input to their activation function. We, contrastingly, learn a fully connected layer on top of our outputted embeddings before passing to the activation function. This fully connected layer potentially adds expressive power to the model that mitigates the need for the intermediate step of fine-tuning the embeddings using the SimCSE objective.

6.2 Multitask conflicting gradients

Regarding the second point, we are in a multi-task regime with 3 distinct tasks and datasets. This introduces a variety of factors that can alter performance: Yu et al. (2020) find that training on multiple tasks can result in conflicting gradients – concretely, gradients that point in the opposite direction and therefore have opposite cosine similarities – that ultimately result in the model failing to efficiently converge to a global optima. With the introduction of SimCSE, we implicitly introduce another task whose gradients potentially conflict with the gradients of our other tasks, resulting in a further suboptimal convergence point. In Table 2, we generally find that fine-tuning on two tasks but only linear probing on the other results in performance gains for the two fine-tuned tasks at the cost of performance for the non-fine-tuned task. We suggest this is evidence of conflicting gradients in our setting.

6.3 Sensitivity to data distributions and distribution shift

Expounding on the final reason, Kumar et al. (2022) has found that fine-tuning can degrade performance on OOD examples, and Peters et al. (2019) has found that the success of fine-tuning depends on the similarity of the pretrain and fine-tune tasks: at a high level, we take this as a sign that fine-tuning is sensitive to data distributions – and, by extension, distributional shift – involved in the pre-training and fine-tuning stages of training. Indeed, Gao et al. (2021) find performance of their SimCSE method strongly depended on the evaluation dataset and the choice of fine-tune dataset; we chose the dataset they found performed best as the fine-tune dataset, but it’s possible that this choice of dataset performs specifically well for their choice of evaluation datasets and performs poorly for ours.

<table>
<thead>
<tr>
<th></th>
<th>Linear Probing</th>
<th>Finetuning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Concatenate</td>
<td>Weighted Dot Product</td>
</tr>
<tr>
<td>Paraphrase Classification</td>
<td>.681</td>
<td>.694</td>
</tr>
<tr>
<td>Semantic Textual Similarity</td>
<td>.277</td>
<td>.304</td>
</tr>
</tbody>
</table>

Table 3: Performance of concatenating vs. weighted dot product of sentence embeddings on the paraphrase classification and semantic textual similarity. We find that the dot product passed into a fully connected layer yields significantly better performance.
7 Conclusion

In this paper, we explored the efficacy of various fine-tuning methods to generate high-quality embeddings that generalize well on three natural language processing tasks: sentiment analysis, paraphrase detection, and semantic textual similarity. We evaluated the impact of intermediately fine-tuning on an NLI dataset using Gao et al. (2021)'s proposed SimCSE approach to improve downstream performance and compared it to linear probing and fine-tuning only on the target tasks.

Surprisingly, we find that intermediate fine-tuning with a contrastive loss term harms performance compared to round-robin training, both when fine-tuning and when only linear probing. We suggest three possible explanations for this degraded performance: the use of a learnable output layer, conflicting gradients in multi-task settings that lead to suboptimal convergence, and the sensitivity of fine-tuning to distributional shift between training stages. Our results demonstrate that fine-tuning, while often effective in improving performance, is sensitive to the datasets used in each stage of training and the target distribution used at evaluation.

Additionally – inspired by recent work from Kumar et al. (2022) – we evaluate the impact of fine-tuning on two of the three datasets on the left-out dataset to estimate the loss of generalizability incurred by fine-tuning. We find that leaving out sentiment analysis data during the fine-tune stage improved performance on the STS task, and vice versa, leaving out STS data improved performance on the sentiment analysis task. Conversely, leaving out paraphrase data during the fine-tuning stage did not improve performance on the other tasks. Our work suggests certain tasks may directly conflict with each other (sentiment analysis and STS) while other tasks may be more compatible with others (paraphrase detection). We encourage further research into this phenomenon – potentially by measuring the degree of cosine similarity in the gradients of different tasks.
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