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Abstract

Long document summarization is essential in NLP, but state-of-the-art models like BART and BERT face limitations summarizing long documents. Current methods like Longformer Encoder Decoder (LED) can handle longer document summarization but suffer from slower processing times due to their complex attention mechanisms. To address this challenge, we propose a two-stage approach that combines sentence extraction algorithms with BART for generating abstractive summaries. Our approach leverages the efficiency of extraction algorithms to identify key sentences from the input document. BART then generates more coherent and informative abstractive summaries from these extracted sentences. Our experimental results show that our approach is four times more time-efficient than the LED baseline while processing the same amount of data, with approximately the same performance in terms of Rouge 1,2, and L F-measure. With the hope of further improving the generated summaries, we also use Generative Adversarial Network to train the model. Our proposed approach has important implications for NLP applications that require summarization of long text, such as legal documents or scientific papers.
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2 Introduction

Long document summarization is an increasingly important task in the field of natural language processing (NLP) as the amount of information available in the form of lengthy documents, articles, and reports continues to grow [1]. Automatic summarization helps users access relevant information quickly and efficiently, saving time and effort. However, summarizing long documents (>1024 input tokens) poses significant challenges for state-of-the-art pre-trained models like BART(Bidirectional Auto-Regressive Transformers) [2] and BERT(Bidirectional Encoder Representations from Transformers) [3] due to their token limitations (typically around 1024 tokens).

To overcome these limitations, we propose an efficient two-stage approach for long document summarization that leverages both unsupervised and supervised techniques. The first stage extracts
key sentences from the original text and reduced the input to an extracted summary of <1100 tokens, which is then passed into BART, a state-of-the-art full-attention transformer model, to generate abstractive summaries. For the extraction stage, we study both supervised where we use Longformer to generate extractive summary and unsupervised algorithms including LexRank \[4\] and LSA (Latent semantic analysis) \[5\].

Our experimental results demonstrate that the proposed two-stage approach is more time-efficient than the LED baseline. While the unsupervised extraction algorithms has a small performance trade-off in terms of F-measure (higher precision but lower recall), the supervised extraction algorithm achieves about the same performance in terms of F-measure compared with the baseline approach. This finding is in line with previous work suggesting that hybrid extractive-abstractive methods can achieve a good balance between efficiency and quality \[6\], \[7\].

3 Related Work

Current methods such as LED (Longformer Encoder Decoder) \[8\] have been developed to handle long document summarization, but they often suffer from slower processing times due to their more complex attention mechanisms, such as the sliding window self-attention in Longformer \[8\]. Our two-stage approach aims to offer a more time-efficient alternative while maintaining competitive summarization quality.

Our idea is inspired by the success of hybrid extractive-abstractive methods in the summarization domain \[9\], \[10\]. One of the most significant advantages of unsupervised extraction algorithms is that they do not require labeled data for training. This eliminates the time-consuming and expensive process of manual annotation, making the approach more convenient and cost-effective, and this makes them highly scalable, allowing for quick adaptation to new domains or topics.

We aim to capitalize on the efficiency of extraction algorithm in extracting key sentences and the powerful abstraction capabilities of BART to create coherent and informative summaries. This combination allows us to address the limitations of existing models and provide a practical solution for summarizing long documents.

4 Approach

4.1 Baseline Model

We load the pretrained LED model "led-base-16384" from Hugging Face \[11\] as a baseline for text summarization tasks due to its ability to handle long documents. LED extends the Transformer architecture by incorporating Longformer’s self-attention mechanism. It uses a sliding window attention mechanism called the "local attention" \[8\] that allows it to process longer inputs efficiently by focusing on a fixed-size window of neighboring tokens. The traditional Encoder or Decoder pre-trained model like BART \[2\] uses standard self-attention that scales quadratically with input length. In theory, Longformer’s attention mechanism should be more efficient for processing long input sequences, but it could still be slower due to other factors depending on the datasets.

4.2 Extractive-Abstractive two stage system

Figure 1 shows the architecture of our two stage summarization system. In the first stage, unsupervised extraction algorithms such as LexRank and LSA and supervised algorithm using Longformer encoder are used to dynamically select the top k featured sentences, limiting the output to 1100 tokens per sample. In the second stage, the extracted text is used to fine-tune bart-large-cnn, with the ground-truth abstract summary serving as the target output. Finally, the trained bart-large-cnn is evaluated on the test set by generating predictions and comparing the results to the ground truth summary using the ROUGE metrics.

4.2.1 LexRank Algorithm

LexRank is an unsupervised graph-based algorithm for extractive text summarization. It models sentence importance as a graph, computes sentence similarity, and applies the PageRank algorithm to identify the most important sentences for the summary. The key steps are as follows:
1. **Sentence similarity**: Calculate the similarity between sentences using the cosine similarity or another similarity metric, and select the top-k sentences with the highest PageRank scores to create the summary. The similarity is given by:

\[
sim(s_i, s_j) = \frac{s_i^* \cdot s_j^*}{||s_i^*|| \cdot ||s_j^*||}
\]

2. **Sentence selection based on PageRank calculation**: Compute the importance (PageRank) of each sentence using the following iterative formula:

\[
P\hat{R}(s_i) = (1 - d) + d \sum_{s_j \in Adj(s_i)} \frac{P\hat{R}(s_j)}{L(s_j)}
\]

where: \(P\hat{R}(s_i)\) is the PageRank of sentence. \(d\) is the damping factor (usually set to 0.85). \(Adj(s_i)\) represents the adjacent nodes (sentences) to \(L(s_j)\) is the sum of the edge weights connected to sentence.

### 4.2.2 LSA Algorithm

LSA can be used for extractive text summarization by projecting documents and sentences into a lower-dimensional semantic space, then selecting the most representative sentences for the summary. The key steps are as follows:

1. **SVD and dimensionality reduction**: Perform SVD on matrix \(A\) and retain the top-k singular values to obtain reduced matrices \(\tilde{U}\), \(\tilde{S}\), and \(\tilde{V}^T\):

\[
A = U \cdot S \cdot V^T \approx \tilde{U} \cdot \tilde{S} \cdot \tilde{V}^T
\]

2. **Project sentences into semantic space**: Multiply the term-sentence matrix \(B\) by the reduced term matrix \(\tilde{U}\):

\[
SemanticSentences = \tilde{U}^T \cdot B
\]

3. **Sentence selection**: Select the most representative sentences for the summary, either by choosing those closest to the centroid of the semantic space or by employing a clustering algorithm to group similar sentences and select a representative sentence from each cluster.
4.2.3 Longformer Extractive Model

Besides the unsupervised algorithms, we can also perform the extractive summary task using a supervised model. Specifically, we use the allenai/longformer-base-4096 model from Hugging Face[12], which is a BERT-like transformer model, to obtain an extracted summary that is around 1000 tokens for each sample. This is essentially an binary classification task where the model predicts whether to include a sentence in the original text to the summary or not. To do this, we first convert the abstractive datset into an extractive dataset. This is done by creating a completely extractive summary that maximizes the ROUGE score between itself and the ground-truth abstractive summary. We use the code convert_to_extractive.py from TransformerSum[13] to convert our pubmed abstractive dataset into an extractive version.

The training and validation sets for the extractive dataset have the sources and labels keys saved as json. The source value is a list of lists where each list contains a series of tokens. The labels value is a list of 0s (not in summary) and 1s (sentence should be in summary) that is the same length as the source value (the number of sentences). Each value in this list corresponds to a sentence in source. The testing set is special because it needs the source, labels, and target keys. The target key represents the target summary as a single string with a <q> between each sentence.

Once we have the extractive dataset, we train the longformer model for 2 epoch (around 50000 steps) and then generate extracted summaries for all samples in our training set.

4.2.4 BART Algorithm

We load the pretrained BART (Bidirectional and Auto-Regressive Transformers)[2] model "bart-cnn-large" from Hugging Face[11]. BART is a pre-trained model based on the Transformer architecture and employs a denoising autoencoder framework for pretraining. It will be fine-tuned for text summarization: input is the source text, and output is the target summary. During fine-tuning, the model learns to generate summaries conditioned on the input text. Given a new input text, the BART encoder generates contextualized representations, which the decoder then uses to generate a summary in an autoregressive fashion:

\[ P(y_1, y_2, \ldots, y_T | x_1, x_2, \ldots, x_S) = \prod_{t=1}^{T} P(y_t | y_{< t}, x_1, x_2, \ldots, x_S) \]

where \( x_i \) and \( y_j \) represent input tokens and output tokens, respectively, \( S \) is the input length, and \( T \) is the output length.

4.3 LED-GAN

To improve the prediction result, we implement Generative Adversarial Network (GAN) for LED. The generator is LED and padding block to extend the length of generated result to 512. Reference abstract is also padded into length 512. The discriminator takes the tensor with length 512 as inputs and produces the probability of how likely the input is real. The discriminator has 2 linear layers, 1 leakyRelu layer and 1 Sigmoid layer. The GAN trains the generator and discriminator at the same time, with cross entropy as the loss function.

\[ J = -(p \log(q) + (1 - p) \log(1 - q)) \]

In which \( p \) represents the actual classification and \( q \) represents the classification by discriminator. When the generator produces a better result, the loss of discriminator increases. When the discriminator has a better ability to discriminate the real and fake inputs, the loss of generator increases.

5 Experiments

5.1 Data

The Pubmed dataset for text summarization is a collection of scientific articles and their corresponding summaries from PubMed OpenAccess repositories[14]. The original dataset has a train/validation/test size of 120k/6k/6k samples, each with an average 3200 words article text and 220 summarization
text. Since it takes too long to train and evaluate on such big data set, we only experiment on a subset PubMed-SMALL consisting 10k/3k/3k samples for train/validation/test. We choose this dataset to develop models that can effectively summarize scientific articles, which can help researchers quickly identify relevant information and improve their efficiency in reading and synthesizing new research findings.

5.2 Evaluation method

We use ROUGE (Recall-Oriented Understudy for Gisting Evaluation) to evaluate our summarization model, which includes precision, recall, and f-measurement from metrics ROUGE-1, ROUGE-2, and ROUGE-L [15]. ROUGE-1 measures the overlap of unigrams (single words) between the generated summary and the reference summary. ROUGE-2 extends this to the overlap of bigrams (pairs of adjacent words). ROUGE-L (Longest Common Subsequence) measures the longest common subsequence between the generated summary and the reference summary. Rouge measure both precision and recall to ensure a large overlap between the generated summary and the reference summary while keeping the generated text length as short as possible.

5.3 Experimental details

5.3.1 Two-stage model

Table[1] summarizes the experimental details for the LED baseline model and our proposed two-stage approach. Both models use a pre-trained base model, with the LED baseline utilizing the LED-base and our two-stage approach using the BART-base model combined with the sentence extraction algorithm. The learning rate is auto adjusted for both models, and the AdamW optimizer is used with batch size of 2 (We can only run a batch size 2 on AWS), while maintaining a gradient accumulation of 4 steps. This allows for efficient training of the two-stage approach while keeping GPU memory usage within acceptable limits.
<table>
<thead>
<tr>
<th>Model</th>
<th>Summary Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>220</td>
</tr>
<tr>
<td>LED Baseline</td>
<td>158</td>
</tr>
<tr>
<td>Two-Stage (LSA)</td>
<td>160</td>
</tr>
<tr>
<td>Two-Stage (LexRank)</td>
<td>159</td>
</tr>
<tr>
<td>Two-Stage (Longformer)</td>
<td>180</td>
</tr>
<tr>
<td>LED-GAN</td>
<td>372</td>
</tr>
</tbody>
</table>

Table 2: Average summary lengths for the ground truth and different summarization models.

Figure 3: Distribution of the generated text summary length from tokens for different models

For our two-stage model, we set the extraction limit up to 1100 tokens, meaning that the we dynamically select top k sentences (total tokens number close but < 1100) ranked by the extraction methods in order to meet the 1024 token limit of the BART model.

5.3.2 LED-GAN

We also conduct an additional experiment by training LED with GAN. For this LED-GAN model, we load the LED "led-base-16384" as our generative model, and train the GAN defined in section 4 on our small dataset PubMed-SMALL. However, due to limited time and resources, we only have chance to run it for 1 epoch. The training takes about 40 hours and evaluation takes about 24 hours.

6 Result

We compared performance of our proposed two-stage approach using different extraction methods (LSA, LexRank, Longformer) and the LED-GAN variant with the LED baseline model. The evaluation is based on ROUGE scores (F1, recall, precision) and summary length.

6.1 Summary Length

During the stage 1 extraction process, the outputs extracted by both the LexRank and LSA algorithms have an average of 990 tokens. Outputs extracted by longformer has an average of 925 tokens. After the stage 2 abstraction generation process, the average lengths of the summaries generated by different models are shown in Table 2 and Figure 3. The average summary lengths for our two-stage approach are closer to the ground truth compared to the LED baseline model. However, the LED-GAN variant produces longer summaries, with an average length of 372.

6.2 ROUGE Scores

Table 3 shows the ROUGE scores for the different models. The bold number indicates the highest score for each column and the underlined number shows the second best. The LED baseline model achieves the highest F1 scores for all three Rouge metric. The performance of the Two-Stage model using longformer is very close to the baseline. It has the second highest F1 in all rouge scores.
Table 3: ROUGE scores (F1, recall, and precision) for the LED baseline and different models.

<table>
<thead>
<tr>
<th>Model</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1 Recall</td>
<td>Precision</td>
<td>F1 Recall</td>
</tr>
<tr>
<td>LED Baseline</td>
<td>0.3945</td>
<td>0.3909</td>
<td>0.4253</td>
</tr>
<tr>
<td>Two-Stage (LexRank)</td>
<td>0.3828</td>
<td>0.3712</td>
<td>0.4322</td>
</tr>
<tr>
<td>Two-Stage (LSA)</td>
<td>0.3715</td>
<td>0.3676</td>
<td>0.4127</td>
</tr>
<tr>
<td>Two-Stage (Longformer)</td>
<td>0.3936</td>
<td>0.4037</td>
<td>0.4113</td>
</tr>
<tr>
<td>LED-GAN</td>
<td>0.2991</td>
<td>0.4195</td>
<td>0.2442</td>
</tr>
</tbody>
</table>

Table 4: Times for Extracting 10k data, training BART/LED on 10k data, and generating summaries on 3k test data using BART/LED.

<table>
<thead>
<tr>
<th>Model</th>
<th>Text Extraction Time (H)</th>
<th>Training Time (H)</th>
<th>Prediction Time (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LED Baseline</td>
<td>0</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>Two-Stage (LexRank)</td>
<td>10</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Two-Stage (LSA)</td>
<td>8</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Two-Stage (Longformer)</td>
<td>13</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>GAN512</td>
<td>0</td>
<td>40</td>
<td>24</td>
</tr>
</tbody>
</table>

It’s also very competitive in recall and precision. The two-stage model using LexRank has its own strength. It performs overall better than that of LSA, and has the highest ROUGE-1 and ROUGE-L precision scores. The LED-GAN model tends to have a higher recall score in general, possibly due to its summary length, which is relatively long.

6.3 Training Time

Table 4 shows the extraction time to generate 10k extractive summaries, the training time of BART/LED to train the 10k data, and their time to generate 3k abstractive summaries. Note that the training and prediction time using BART model is significantly less than using the LED model. This can be attributed to the use of the extraction algorithm in the first stage, which reduces the complexity and speeds up the generation of abstractive summaries. We believe the result is very meaningful in the case where we need to generate abstractive summaries for a large amount of samples.

7 Analysis

7.1 Two stage model Performance Analysis

Our results indicate that this approach generates summaries with token lengths more closely aligned to ground truth compared to the LED baseline model. The supervised extraction method using Longformer model has very similar performance compared with the LED baseline. The LexRank algorithm demonstrates superior performance in terms of ROUGE scores compared to LSA. The LexRank algorithm, using PageRank for sentence importance, generates summaries that effectively capture relevant content from input text, particularly in scientific papers with straightforward language. However, despite its advantages over LSA, the two-stage LexRank model does not significantly outperform the LED baseline in terms of ROUGE scores. However, considering training time, the two-stage fine-tuned BART model significantly reduces the training process duration from 12 hours to 2 hours and accelerates evaluation time by a factor of four. This evaluation efficiency can be attributed to:

1. Model Complexity: The fine-tuned LED model is based on Longformer architecture and is more complex than fine-tuned BART. LED’s sliding window self-attention mechanism contributes to increased processing time, particularly for longer input sequences.

2. Input Length Reduction: The two-stage approach utilizes LexRank in the first stage to extract key sentences and reduce input length to fewer than 1024 tokens. This significant reduction allows BART to process text more efficiently within its standard token limit.
BART, designed for shorter sequences and featuring a simpler attention mechanism, is faster when processing shorter inputs.

Regarding the lower recall values from the two-stage unsupervised algorithm, one possible explanation is that the abstraction stage does not capture the full context of the articles, resulting in potentially important context being excluded due to the 1024 input limit. A Pearson correlation test was performed to analyze the correlation between various ROUGE score measurements, revealing significant correlations between the performance of the unsupervised extraction stage and the final stage output. Regardless, there is still advantage of using an unsupervised algorithm as it does not require manually generating an extractive dataset and training an extractive summarization task, making it more accessible and easier to apply in practice.

As evident in Table 3, the supervised extraction algorithm has greatly improve the extraction stage’s performance. Thus, we conclude that our two-stage method can achieve similar performance on long document summarization with much lower computational complexity and much less generation time.

7.2 GAN Performance Analysis

Additionally, we explored an alternative strategy to potentially outperform the baseline model without focusing on efficiency. The LED-GAN variant of our two-stage model generates longer summaries, resulting in improved ROUGE recall scores at the expense of precision. While the longer length contributes to lower precision and higher recall, the additional content does not significantly enhance the ROUGE scores. The limited performance compared to the LED baseline may be attributed to the computational complexity of our custom LED-GAN model and the extensive training time required for long-document datasets (40 hours per epoch). Due to the project’s constraints, we only trained the model for one epoch and set the generated summary length to 512 tokens, causing LED to produce longer summarizations.

In future work, we plan to further train the LED-GAN model. Despite the current results, we anticipate that GAN can be employed to train the LED model once the standard trainer has reached its optimal performance. To prevent the LED from generating excessively long summaries, we can implement a reinforcement learning strategy similar to that used in SeqGAN, as proposed in previous research[16].

8 Conclusion

In conclusion, this paper presents an innovative two-stage approach for long document summarization that utilizes practical unsupervised extraction algorithms, a more powerful supervised extraction model and the efficient summary generation capabilities of BART [2]. Our method addresses the token limitations of current pre-trained models and offers a time-efficient alternative to existing techniques, such as LED [3]. Adding an unsupervised extraction stage on BART significantly reduces the computation complexity with only a slightly trade-off on performance. Moreover, our supervised extraction model, which employs Longformer, improves extraction performance and yields results that are competitive with LED, but with substantially less training and generation time complexity. Additionally, the LED-GAN variant also presents some potential to further improve the generated summaries as evident by its high recall scores. By demonstrating the effectiveness of our approach, we hope to inspire further research in long document summarization and the development of new techniques that can tackle the challenges of this important task.
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