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Scoring function:  R(response) = reasonable_score + nonrepetitive_score + 
easy_to_answer_score 
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Reinforcement Learning 

3. Receive reward R(response) 

    - Train system to maximize reward 
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Conclusion 

•  Reinforcement learning useful when we want our model 
to do more than produce a probable human label 

•  Many more application of RL to NLP!  

Information extraction, question answering, task-oriented 
dialogue, coreference resolution, and more 


