Motivation

Generally, conversational chatbots are difficult to train as they require well-structured dialogue formats and significant overhead to make sure that knowledge is learned by agents that do not directly know the truth queries. A non-goal oriented approach is practically infeasible as it would require universal knowledge and the memory buffer for immediately learned knowledge would not be sufficient for any kind of complex query. This requires the scope of the problem to be reduced to a specific goal. Additionally, identifying proper behavior by a chatbot agent is difficult as it requires extensive data labeling and generation for both the end-user and the chatbot agent itself.

With this project, there were two major goals at hand. The first goal of this project is to expand upon past work in using generative chatbots to help "teach" a reinforcement learning agent how to engage in a dialogue environment. The second goal is to take a NLP-based approach to the user agent. In our approach, the user agent is modeled by the SA2A architecture. For conversational response generation and is trained on a corpus of conversation dialogue. This user agent is then used to train a DQN agent as a chatbot via the end-to-end dialogue system.

Results

The results shown in Table 1 suggest that the DQN model is more scalable for the chatbot agent than the vanilla implementation. This suggests that the chatbot pipeline benefits from a DQN implementation and could benefit from more complex implementations in the future.

The training of the SA2A showed strong results in terms of f1 score, precision, and recall. It would help to have a baseline to compare this to but since the default user simulator is our baseline in this case, we are comparing to perfect accuracy. Overall, our model can generalize well for this dataset but it would be worthwhile to explore this approach for other methods like action2action directly.

Data and Features

The pipeline was trained on a database of movie theater tickets represented as a dictionary where the keys are the indices of the tickets and the values are also dictionaries which contain the movie information.

Models

- **State-Action2Action Model for User Simulation Module.**

- **DQN Architecture used for the Agent Module [2].**

Methods

- **Training of the DQN is performed in a loop [1].**
  1. Generating a user action from a simulator
  2. Inferring error in the user action to simulate human error
  3. Updating a state tracker that maintains the conversational state
  4. Producing an agent action based on the conversational state
  5. Updating the conversational state based on the agent action
  6. Using the agent action output to update the user state and output the success/reward of the agent action
  7. Get the next user action and repeat Step 2 until the max number of turns per episode is reached
  8. Update the DQN weights based on the output rewards in Step 6

- **Our Training Loop [1].**

- **Movie Database Examples**

  - **Test results for the baseline show a success rate in answering queries correctly of 0.83 and an average reward of 21.07**
  - **DQN agent performs marginally better with a success rate of 0.85 and an average reward return of 22.7**
    - **tighter bounds on standard deviation**
    - **DQN model has far greater capacity than the simpler vanilla model.**
  - **SA2A model, the approach has a high micro-average f1 score of 0.94 as well as high precision and recall scores**
    - **due to the nature of acquisition via simulation, is unbalanced. It is promising to see the model perform well even with imbalances in data.**

Conclusion/Future Work

- **Shown the effectiveness of using a DQN agent for a conversation chatbot in a database query setting as well as the first steps into designing an end-to-end training pipeline with rule agnostic user simulation**

  - Shown the greater generality afforded by a model like the SA2A model for user simulation
  - Explore variations on the DQN architecture for Agent module
  - Switch to a larger dataset with more natural conversational queries and step away completely from a simplistic rule-based approach

Discussion

The results shown in Table 1 suggest that the DQN model is more scalable for the chatbot agent than the vanilla implementation. This suggests that the chatbot pipeline benefits from a DQN implementation and could benefit from more complex implementations in the future.

The training of the SA2A showed strong results in terms of f1 score, precision, and recall. It would help to have a baseline to compare this to but since the default user simulator is our baseline in this case, we are comparing to perfect accuracy. Overall, our model can generalize well for this dataset but it would be worthwhile to explore this approach for other methods like action2action directly.

References


