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Abstract
In this paper, I investigate the effectiveness of using Recurrent Neural Network (RNN) to predict and gain insight into the usefulness of Yelp Reviews. Predicting a written review’s usefulness is an important and challenging task. Knowing the usefulness of a review in advance, businesses can recommend high quality and fresh reviews to their customers and gain insights into their products and services. I build three variations of RNN architectures ranging from bidirectional RNN to multi-stack RNN with attention mechanism to RNN with residual connections. I cast the usefulness prediction problem into regression and classification tasks and use RNN models to predict them individually as well as jointly. I observed that the attention mechanism is crucial to achieve good classification performance, and joint-task learning improves the regression prediction noticeably. The best RNN models significantly outperform the support vector machine (SVM) and linear regression baseline. Analysis of the attention weights associated with each word in the text corpus reveals insight into the underlying factors that make a review useful.

1 Introduction
The quality of written reviews varies significantly; high quality reviews will accumulate a large number of useful votes from the community over time. The freshness of a review is an important quality feature, a model that correctly estimates the number of useful votes a written review will receive in the future can add important commercial value to businesses. Knowing the usefulness of a review in advance, businesses can recommend high quality and fresh reviews to their customers and gain insights into their products and services.

It is particularly challenging to predict the usefulness of a review due to the scarcity of labeled data, only less than 10% of the reviews in the released Yelp dataset have significant indication of usefulness (more than three useful votes). Furthermore, unlike sentiment analysis, where the positive and negative sentiment words play an important role in the classification task, there is no obvious features that directly indicate the usefulness of a document. The inherent difficulty of usefulness prediction is clearly demonstrated in the two example reviews listed below. Both reviews are written for the same business and both give five-star ratings. Even though they share similar sentiment and language constructs, the first review received 70 useful votes while the second review received 0 useful vote:

"We decided to go here for the $32 summer special. We went early to have a glass of wine and an appetizer before dinner. It was very comfortable and enjoyable sitting and listening to the live music. The food and service was amazing both upstairs and downstairs. We would highly recommend the entire experience. What a great find!!"

"votes": { "funny":0, "useful":70, "cool":70}
Recent development of Recurrent Neural Network (RNN) architectures have achieved state-of-the-art performance on a number of important natural language processing (NLP) tasks ranging from language modeling [29] to speech recognition [38] to machine translation [1, 2]. In this paper, I develop a variety of RNN models to predict the usefulness of a review. The input to the RNN is the GloVe word vector representation of the review text [6]. GloVe representation greatly increase the representativeness and expressiveness of words, they have been used in many important NLP works [7, 8, 9]. Two types of objective functions can be employed to predict a review’s usefulness: regression and classification. The regression model directly predicts the number of useful votes a review receives; it uses root mean square error (RMSE) as the loss function. The classification model buckets reviews into two classes base on the number of useful votes and predicts the probability a review belonging to each bucket; this model uses cross entropy as the loss function.

As an initial step, I train a bidirectional RNN model without attention mechanism, I then add attention mechanism to the bidirectional RNN, next I increase the depth of the model by stacking multiple RNN layers together, and lastly, I add residual connection from the input to the prediction layer of the stacked RNN model. In each model, I train on both regression and classification task individually as well as jointly. The attention mechanism assigns an attention weight to each hidden state and uses the combination of the hidden state’s outputs to make the final prediction. The attention weights indicate the amount of attention the model paid to each word, which can be used to visualize the influence of each word. My results show that RNN models significantly outperform the SVM and linear regression baselines, the jointly trained model yields the best regression prediction, and the four-layer attention based bidirectional RNN with residual connection produces the best classification prediction. The analysis of the top 26 words ranked by attention weight reveals that there are five major categories (number/price, opinion, time, food name, and service) that make a review useful.

2 Related Work

The RNN is an extremely expressive model that learns highly complex relationships from an arbitrarily long sequence of data. The RNN maintains a vector of activation units for each element in the data sequence, this makes RNN very deep. The depth of RNN leads to two well-known issues, the exploding and the vanishing gradient problems [10, 11]. The exploding gradient problem is commonly solved by enforcing a hard constraint over the norm of the gradient [12]; the vanishing gradient problem is typically addressed by Gated Recurrent Unit (GRU) or Long Short-Term Memory (LSTM) activation architectures [13, 14, 15]. Both the LSTM and the GRU solve the vanishing gradient problem by re-parameterizing the RNN; The input to the LSTM cell is multiplied by the activation of an input gate, and the previous values are multiplied by a forget gate, the network only interacts with the LSTM unit via gates. GRU simplifies the LSTM architecture by combining the forget and input gates into an update gate and merging the cell state with the hidden state.

Another issue with the basic RNN implementation is the output of each layer depends solely on the previous context. The meaning of words or sentences typically depend on the surrounding context in both directions, capturing only previous context lead to less accurate results. An elegant solution to this problem is provided by bidirectional RNN, where each training sequence is presented forward and backwards to two separate recurrent nets, both of which are connected to the same output layer. [17, 18, 19]

Recent experiment on multiple stack RNN architecture has shown remarkable success in NLP tasks [32]. Multi-stacked architecture operates on different time scales; the lower level layer captures short term interaction while the aggregate effects are captured by the high level layers. [33] Another recent advancement in RNN architecture is the incorporation of attention mechanisms. Attention mechanisms enable RNN model to pay different amount of attention to different part of input sequences. RNN models with attention mechanisms have achieved state-of-art
performance in a number of natural language and image processing tasks. [34, 35, 36, 37]. Deeper neural networks are more difficult to train, recent development of the residual learning framework [40] ease the training of deep networks by explicitly reformulate the layers as learning residual functions with reference to the layer inputs; this approach have achieved the state-of-the-art performance in image classification.

Multi-task learning (MTL) is an important machine learning paradigm that uses multiple related objectives to improve the generalization performance of a main objective. MTL is a well-studied frame work [21,22,23,24,25], in the context of deep learning, it has been applied successfully to various problems ranging from computer vision to speech recognition to drug discovery [27, 28, 31]. Recent works have shown that MTL can improve the performance of attention-free sequence to sequence model and other language related tasks. [1, 2, 3, 4, 26]

3 Data

I use the dataset publicly available from the Yelp Dataset Challenge website[1]. The dataset includes five JSON formatted objects containing businesses, users, and review data. The business object holds information such as business description, location, category, rating, and name etc. The review object contains star rating, review text, user information and usefulness voting etc. The yelp corpus contains roughly 2.7million reviews for 86K businesses written by 687K different users.

For classification task I have divided the data into two classes:
- Class 1: Un-useful reviews (reviews with 0 useful votes)
- Class 2: Useful reviews (reviews with >9 useful votes)

The review distribution is heavily skewed. More than 90% of the reviews have less than three useful votes; the review length distribution ranges from 2 words to 5000 word, almost half of the reviews fall into the 200-600 words range; a quarter of the reviews contains 250-350 words. I chose a subset of reviews that contains 250 – 280 words. To reduce the complexity of the RNN implementation I ensured all input reviews contain 250 words by stripping out additional words. I converted each word into 300-dimensional GloVe word vectors[2]. When selecting the data, I made sure class populations are balanced.

Given the limitation of the computing infrastructure, I’m only able to use 15.5K reviews. I did not include any reviews written in 2015 and 2016 because it takes time for a high-quality review to accumulate a large number of useful votes. I divided the data into 80% training, 10% validation and 10% test set. Each model takes a few hours to train on a single GPU.

4 Model

4.1 Model Development

I begin by evaluating the performance of a bidirectional RNN without using attention mechanism. A bidirectional RNN consists of a forward and a backward RNN structure. In the forward RNN, the input sequence is arranged from the first input to the last, the model computes a sequence of forward hidden states. The backward RNN takes the input sequence in reverse order, resulting in a sequence of backward hidden states. I concatenate output from both RNNs to make the final prediction. (figure 1)

The bidirectional RNN model must propagate dependencies over long distances to make the final prediction. The last layer of the network must capture all information from previous states, this is a challenging task for long sequential input. To overcome this bottleneck of information flow I implemented an attention mechanism inspired by recent results in natural language and image processing tasks. [34, 35, 36, 37]

The attention-based model is an extension of the bidirectional RNN structure, the hidden state of each forward and backward hidden layer is concatenated into a single output vector, this concatenated vector is transformed into a scalar value via a set of attention weight vectors. The resulting scalar value from each hidden state is concatenated into a new vector, this vector goes through an additional projection layer to generate the final prediction. The multi-layer RNN model is constructed by stacking multiple RNN models on top of each other, the hidden states of the lower layer RNN model serve as input to the next layer. The hidden states of the last layer are used to make the final prediction via the attention mechanism (figure 2). The number of stacks in the model is a hyper-parameter.

Figure 1: Bidirectional RNN architecture

Figure 2: Single Layer and Multiple Layer RNN model using attention mechanism
As the depth of the stacked RNN increases, the input word vector’s influence to the prediction layer decreases, however, the input word vector carries relevant and direct information regarding to the review content. Inspired by the recent success in the residual network architecture [40], I added residual connections to the stacked RNN that explicitly feed the input word vector to the prediction layer. (figure 3)

In each model, I trained classification and regression objectives separately as well as jointly. For joint objective training, I adopted the alternating training approach described in [1, 2], where each task is optimized for a fixed number of parameter updates before switching to the next task. A key parameter that impacts the model performance is the frequency of alternation. I assign a task as the main prediction task, this task will drive the majority of parameter updates during training; the secondary task only updates the parameter once in a while, its main purpose is to share training information with the main task and help regularize it. I empirically observed that running one epoch of secondary task in every 7 epochs of main task produce good results. For instance, if the main task is classification and the secondary task is regression, then for every 7 epochs of classification training, I train the model for one epoch of regression.

![Figure 3: RNN structure with residual connection](image)

### 4.2 Hyper-parameter Selection

I used the following hyper-meters, the hyper-parameters are empirically determined:

- Number of hidden units: 300
- Type of hidden units: LSTM
- Word Vector Size: 300
- Dropout rate: 0.9
- Min-batch size: 16
- Learning rate: 0.0001(regression) 0.001(classification)
- Multi-task alternation frequency: 7 epochs
5 Experiments and Results

5.1 Base Line

I constructed a support vector machine (SVM) and a linear regression model \[2\] to carry out the classification and regression tasks respectively. I converted the review corpus into a document-word matrix, where rows correspond to reviews in the corpus and columns correspond to words in the corpus. Each entry in the matrix corresponds to the number of occurrence of a word in a document. I normalized this matrix (each row has mean zero and standard deviation one) and used it as the input to the SVM and linear regression.

5.2 RNN Results

I examined the performance variation as the number of RNN stack changes, the results are shown in figure 4. The classification performance of the model without residual connection peaks at stack two, while the model with residual connection peaks at the fourth stack and it achieves a small performance improvement. This result confirms the assumption that the residual connection enables the model to achieve good performance in deeper layers. The experimental result indicates that stacking RNNs together does not noticeably improve the regression performance. For both prediction tasks, adding attention mechanism significantly boosted the prediction accuracy. Joint-task learning is performed using the most accurate model observed, the accuracy of the regression model improved after applying joint-task learning, and the classification accuracy did not improve. Figure 5 shows the results of the best performing model in each architecture variation.

Figure 4: Number of RNN Stacks V.S. Prediction Performance

---

\[2\] I used the SVM and Linear Regression implementation from sklearn library (python); Specifically, the SVC implementation of SVM, which internally is based on libsvm. The Kernel is ‘RBF’ and penalty parameter is set to 1.0. I use default values provided by the library for all the optional parameters: degree=3, gamma=0.0, coef0=0.0, shrinking=True, probability=False, tol=1e-3, cache_size=200, class_weight=None, verbose=False, max_iter=-1, random_state=None
5.2 Attention Visualization

Attention mechanism transform the output of each hidden state into a scalar value via a set of attention weights, each scalar is then used to generate the final prediction. We can interpret the scalar value produced from each hidden state as the attention weight assigned by the model to each input word. I aggregated the attention weight for each word in the review corpus and normalized it by its frequency of concurrence (equation 1). Figure 6 shows the top 26 words ranked by attention weight; their size is proportional to their weight and they divide roughly into five categories, “numbers and price”, “data and time”, “opinion”, “food name”, and “services”. This result indicates reviews that describe food, service, opinion, exact numbers and time tend to draw more attention by the model during usefulness prediction.

\[
\text{weight of word}_i = \frac{\sum_{\text{word} \in (+\text{Review})} \text{weight}_{\text{word}_i} + \sum_{\text{word} \in (-\text{Review})} -1 \times \text{weight}_{\text{word}_i}}{\text{frequency}_{\text{word}_i} \times \log \left( \frac{\text{frequency}_{\text{word}_i}}{\text{frequency of all words}} \right)} + 1
\]

Equation 1: Aggregation of attention weights.
6 Conclusion and Future Work

In this paper, I implemented three variations of RNN models to predict the usefulness of yelp reviews. The experimental results indicate the three-layer attention based bidirectional RNN jointly trained on both regression and classification tasks achieves the best regression accuracy, and the four-layer RNN with residual connection attains the best classification accuracy. The experimental results also showed that the attention weights reveal the underline dynamics of a useful review. In the future, I would like to extend the model to handle variable review length and fine tune all the hyper-parameter to further improve the model’s performance. Given that the attention mechanism significantly increased the prediction accuracy, it would be interesting to further exploit the attention signals by feeding them into a convolution neural network before making the final prediction.
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