Abstract

We develop a deep learning framework for question answering on the Stanford Question Answering Dataset (SQuAD), blending ideas from existing state-of-the-art models to achieve results that surpass the original logistic regression baselines. Using a dynamic coattention encoder and an LSTM decoder, we achieved an F1 score of 55.9% on the hidden SQuAD test set. In this paper, we present the methodology governing our question answering model. In addition, we critically analyze potential shortcomings and limitations of our algorithm and others in the literature and propose extensions for future work to push the boundaries of question answering further.

The SQuAD Task

Machine question answering remains one of the most important problems in artificial intelligence and natural language processing for both its rich potential in numerous applications requiring information synthesis and knowledge retrieval as well as its inherent difficulty, testing the boundaries of computers to process human language. Because of the added difficulty in parsing text to draw meaningful conclusions, question answering has emerged as a very fertile area for advancements in end-to-end deep learning models and innovations in natural language processing techniques.

In the past decade, several datasets for question answering tasks have been proposed. These resources, while valuable towards the end-goal of training question-answering systems, all experience a considerable tradeoff between data quality and size. Some older datasets, such as those of Berant, et al. and Richardson, et al. use human curated questions and effectively capture the nuances of natural language, but – due to the labor involved in generating the questions – are often insufficient for training robust machine learning models for the task. Conversely, datasets generated via automation, such as those of Hermann, et al. and Hill, et al. lack the structure of authentic human language and, as a result, lose the ability to test for the core skills involved in reading comprehension. Moreover, many of these older datasets employ multiple choice or single-word formats for the ground-truth answers which inherently limits the ability of models to learn linguistic structure when formulating answers.

In response to the shortcomings of these previous question answering datasets, Rajpurkar, et al. released the Stanford Question Answering Dataset (SQuAD) in 2016. Utilizing questions generated from 536 Wikipedia articles by a team of crowdworkers, SQuAD consists of over 100,000 rows of data – far exceeding the size of similar datasets – in the form of a question, an associated Wikipedia context paragraph containing the answer to the question, and the answer. The ground-truth answer labels are represented in the form of two indices, a start index $a_s$ and an end index $a_e$, which represent words in the context paragraph.
Formally, we define the **SQuAD Question Answering Task**: Given a three-tuple \((Q, P, (a_s, a_e))\) consisting of a question \(Q\), context paragraph \(C\), and start and end indices \(a_s\) and \(a_e\), the goal of the problem is to predict the **answer span** \(\{a_s, a_s+1, \ldots, a_e-1, a_e\}\) where each \(a_i\) is an index of the context paragraph corresponding to the answer.

In this paper, we develop an end-to-end deep learning model for the SQuAD task. We utilized 80% of the dataset for training the model, 10% for validation and hyperparameter tuning. The final 10% of the dataset is reserved for testing and kept private by the creators of SQuAD for the purpose of preserving the integrity of question answering models. For our final evaluation, we submitted our fully trained model to Codalab to test on the withheld data.

**Related Work**

Although the SQuAD dataset was released less than 12 months ago, the NLP and deep learning communities have already achieved very impressive results on a rather challenging machine learning task. In the original June, 2016 paper introducing SQuAD, Rajpurkar, et al. developed a logistic regression model based on detailed linguistic features that achieved an F1 score of 51%, a significant improvement over a naive sliding window baseline that recorded 20% F1.

In November of the same year, the state-of-the-art was pushed significantly with the development of sophisticated neural network architectures for the question answering task. Xiong, et al. introduced a dynamic coattention network for encoding and attention modeling, a framework that allowed for a fine-grained weighting of each question work on the associated context paragraph. In addition, they devised a highly intricate dynamic pointer decoder to iterate over potential answer spans to achieve an F1 score of 75.9%.

Our final model was heavily influenced by this prior work. In particular, we implemented the authors’ encoder and attention network exactly and replaced the pointer decoder with a simpler, more efficient variant that utilized a single linear transform and an LSTM to learn differentiation between the question and context. We will discuss the particulars of our model design and implementation in the next section.

Also in November 2016, Seo, et al. utilize bidirectional attention flow (BiDAF) encoding and attention schemes, combining question and context influence via a bidirectional LSTM, along with multistage decoding decoding, in a model that achieves 77.3% F1.

We also implemented the overall structure of this model, with a few small simplifications in the encoding step. While our model showed great promise during training, we ultimately found our implementation to be infeasible given our time constraints for this project. In particular, we calculated that a single epoch under our BiDAF algorithm would take approximately 9 hours to complete, meaning that a full 10-epoch training would take approximately four days, which we deemed too costly given that we had approximately seven days to submit the project at the time. We will discuss our implementation of this model in more detail in a subsequent section and
Figure 2: Sequence-to-sequence model for SQuAD task

hypothesize why it proved to be computational intractable for our purposes.

In December of 2016, Wang, et al. introduced multi-perspective context matching which aggregates words in the context with relevancy weights to compute “matching vectors, which are then aggregated to predict the beginning and ending points of the answer. This neural network structure achieved an F1 of 77.8%. This algorithm continues to rank as one of top single-model entries on the global SQuAD leaderboard.

With the SQuAD dataset only released within the last year, new advancements continue to emerge with rapid frequency. The current top model (currently secret), developed by Microsoft Research Asia, was submitted to the leaderboard five days prior to the publication of this paper. This model recorded an F1 score of 84%, which pushes the state of the art even closer to the accuracy human performance on the SQuAD reading comprehension task, which stands at 91% F1.

The Model: Coattentive Encoding with LSTM Decoder

Overview

In this section, we recap the general framework and philosophy behind sequence-to-sequence modeling in NLP and explain, at a high level, how we apply this approach to solving the SQuAD task. Originally developed for solving the machine translation problem, a sequence-to-sequence model is an end-to-end model consisting of two separate algorithms: an encoder and decoder. Both the encoder and decoder utilize recurrent neural networks (RNNs) as the backbone behind their respective computations. The encoder is responsible for receiving the input sequence of the model and returning a “context” which succinctly captures the necessary information about the input for the purposes of achieving the desired goal. The context is often represented as a vector or a matrix. The decoder, in turn, takes in the context as input and proceeds to generate an output sequence, which is returned as the final answer.

In the context of machine translation, the application of the sequence-to-sequence paradigm is natural: words of one language are fed into the encoder as input and the decoder outputs a sequence of words in the target language to be translated. In the context of question answering, we apply a sequence-to-sequence model by treating the question and paragraph words as inputs to the encoder, generating a blended context between the two, and having the decoder output the start and end indices of the answer span (or, equivalently, the sequence of answer tokens). This approach is the dominant paradigm in the literature and has already led to outstanding results for question answering.

1https://rajpurkar.github.io/SQuAD-explorer/
Preprocessing

Before presenting the full details of our neural network architecture, we will first discuss the preprocessing steps we took to prepare our inputs for the encoding step. We read in the raw SQuAD dataset and represented each question and paragraph as a list of indices corresponding to the position of each word in an external dictionary. Next, we utilized pre-trained GloVe vectors (Pennington, et al.) to obtain a word vector for each word in the question and paragraph. Thus, we ultimately represented each question and paragraph as a matrix where the $i^{th}$ row corresponds to the word embedding for the $i^{th}$ word in either the paragraph or question. Initially, we used 100-dimensional word embeddings pretrained on the Wikipedia corpus to train our model before fine-tuning our system by switching to 300-dimensional GloVe vectors trained on the Common Crawl corpus.

One additional hurdle we had to overcome before deploying our question and paragraph representations into the encoder was the issue of non-uniformity in sentence lengths. Both our encoder and decoder utilize recurrent neural network structures that required inputs of equal length to maintain the same number of RNN time steps. We resolved this problem by setting the question and paragraph lengths as hyper-parameters in our model. After visualizing the data via histograms, we decided to set the question length to be 25 and the paragraph length to be 250. We then clipped any question or paragraph longer than these respective prescribed lengths. Conversely, we padded shorter questions and paragraphs with the buffer token $<$PAD$>$ which we then masked out in the encoding phase.

![Figure 3: Frequency of question and paragraph lengths in SQuAD training set. This visualization influenced where we clipped question and paragraph lengths.](image)

Identifying good hyper-parameter values for the paragraph length and question length proved to be extremely influential in determining the performance of our model in terms of efficiency. Originally, we naively set our question and context paragraph lengths to be loose upper bounds on the length of any sentence in the dataset, choosing values of 45 and 715, respectively. This design choice ensured that we would not have to clip any sentences. Our rationale was that such a choice would guarantee that our model would have a chance of predicting any answer since we eliminated the possibility of a paragraph being clipped at an index before the answer start token. However, this choice meant that, on average, (as indicated by the histogram), we were heavily masking most questions and paragraphs in the dataset, which increased the time required for training considerably (since each RNN included many more additional layers). However, once we tuned these parameters to their current values, we were able to train our model in a reasonable amount of time and achieve much-improved results.
Encoder and Attention

Figure 4: Diagram of Full Model with encoder and decoder

Now, we will discuss the full details of our model. Our encoder segment is a direct implementation of the dynamic coattention encoder originally proposed by Xiong, et al. We implemented our entire neural network architecture using the Python TensorFlow libraries, and trained our system for five epochs with a batch size of 10.

As a matter of notation, let \( m \) be the number of words in the question and \( n \) the number of words in the paragraph. The encoding step begins by taking the word embeddings for every word in the paragraph \( x^P_1, x^P_2, x^P_3, \ldots, x^P_n \) and the embeddings for every word in the question \( x^Q_1, x^Q_2, \ldots, x^Q_m \) and passing each of these sets of vectors through the same LSTM. Mathematically, we can represent this operation as

\[
p_t = \text{LSTM}(p_{t-1}, x^P_t), \quad q_t = \text{LSTM}(q_{t-1}, x^Q_t)
\]

In our model, we made the design choice to keep the original authors’ decision of maintaining one LSTM with one set of weights to train as opposed to two since we postulated that a commonality in the weights would, in essence, allow us to condition the context paragraph with respect to the question. This conditioning feature is extremely important on the SQuAD dataset since the same paragraphs are used as context for multiple questions, so it is crucial for our encoder to take the specific question into account.

After passing both the question and paragraph embeddings through the LSTM, we construct encoding matrices \( Q \) and \( P \) where each the \( i \)th rows of each matrix corresponds to the LSTM output at the \( i \)th time step when \( Q \) and \( P \) are respectively given as input. In addition, we append “sentinel vectors” as the final row of each matrix, giving us

\[
Q' = \begin{bmatrix}
q_1 \\
q_2 \\
\vdots \\
q_m \\
q_0
\end{bmatrix} \quad P = \begin{bmatrix}
p_1 \\
p_2 \\
\vdots \\
p_n \\
p_0
\end{bmatrix}
\]

Where the sentinel vectors \( p_0 \) and \( q_0 \) are randomly initialized vectors whose values are learned by the model. We use Xavier initialization to populate the values at the start. The purpose of the sentinel vectors is to introduce some irregularity in the representations question and context.
paragraph. Originally, we considered omitting the sentinel vectors from our implementation, but we realized that they would help us in overcoming a problem we experienced in our preliminary baseline approach of the model consistently predicting one of three indices as both the start and end answer tokens.

We then pass the matrix $Q'$ through an additional hyperbolic tangent layer of nonlinearity to further this separation.

$$Q = \tanh(W^{(Q)}Q' + b^{(Q)})$$

We then construct our coattention matrix between the paragraph and context by utilizing matrix multiplication and a softmax normalization across both the rows and columns.

$$A^Q = \text{softmax}(PQ^T) \quad A^P = \text{softmax}(QP^T)$$

$$C^Q = P^T A^Q \quad \text{(coattention matrix)}$$

The attention matrix, as we discovered, was one of the most critical pieces to the model – it added a boost of approximately 10-15% to our F1 score. From analyzing the question answering problem, we can see the value of attention since the essence of reading comprehension is in knowing which words of the question are most pertinent to formulating an answer.

![Figure 5: Heat map of weight of question words on each context word](image)

Finally, with our coattention matrix $C^Q$, we combine information from the question and paragraph again (where we hypothesize the model uses this redundancy to enforce that the context is conditioned on the question) to produce our final context $U$ returned by the encoder.

$$C^P = \left[ Q; C^Q \right]^T \cdot A^P$$

$$\left[ P; C^P \right] \rightarrow \text{Bi-LSTM} = U$$

Where in the final step, we define $U$ such that each row is the concatenation of the forward and backward outputs at each time step of a bidirectional LSTM.
Decoder

For our decoder, we deviate from the model implemented by Xiong, et al. From our experience implementing the bidirectional attention flow decoder, we observed that a complex decoding step, while helpful to a model’s performance, can increase training time considerably. With that in mind, we opted for a simpler decoder that learns two weight matrices $W^{DS}$ and $W^{DE}$ which correspond to decoding the start word and the end word, respectively.

We begin by multiplying $W^{DS}$ by our encoding context $U$ and then taking the softmax of the resulting matrix to produce a probability distribution over the paragraph indices of each word being the start index. We then pass the context $U$ through an LSTM to introduce some separation between the start and end indices. Then we repeat the same process of taking a matrix multiplication and then applying a softmax to obtain a probability distribution over potential end answer words.

\[
\text{softmax} \left( W^{DS} U \right) = p_s \\
U \rightarrow LSTM = U' \\
\text{softmax} \left( W^{DE} U' \right) = p_e
\]

where $A_s$ is the probability distribution over the paragraph words of each word being the start index and $A_e$ is defined analogously for the end index.

Post-Processing

For the final step of our algorithm, we take the probability distributions over potential start and end context words $p_s$ and $p_e$ and choose the paragraph indices $i$ and $j$ such that the product $p_s(i) \cdot p_e(j)$ is maximized subject to the constraint that $i \leq j$ (which enforces that the start must come before the end). Naively, this can be computed in quadratic time by checking all possible pairs of indices, but we devised a more efficient dynamic programming algorithm, that runs in linear time. The algorithm works as follows: Fix the start index at 0 and then make a pass over the end token distribution to find the index $j$ that maximizes $p_s(0) \cdot p_e(j)$. Then, fix $j$ and make a linear pass over the start distribution and find the index $i$ such that $p_s(i) \cdot p_e(j)$ is maximized subject to $i \leq j$. We then return $i$ and $j$ as our $a_s$ and $a_e$ predictions.

Visually, we can see this post-processing algorithm in action via a heat map.
Results

Ultimately, we achieved the following results, where “Test” below refers to the hidden test set maintained by the SQuAD creators.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Validation</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>76.25%</td>
<td>59.76%</td>
<td>54.91%</td>
<td>55.92%</td>
</tr>
<tr>
<td>EM</td>
<td>62.2%</td>
<td>44.7%</td>
<td>40.3%</td>
<td>41.4%</td>
</tr>
</tbody>
</table>

Figure 7: Results

Evaluation Metrics

In the SQuAD task, we keep track of two relevant metrics: F1 and exact match. The F1 metric, which we have already referenced many times before, is the measure of average overlap between a model’s prediction and ground-truth answer span. Formally, \( F_1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \) where precision is defined as the ratio of correctly predicted words in the answer span to the total number of predicted answer span words. Recall, meanwhile, is the ratio of correctly predicted answer span words to total number of words in answer span. The exact match metric is a binary value that takes on a value of 1 if the predicted answer and true answer are exactly equal (not counting punctuation and articles) and zero otherwise.

Analysis of Results

As a whole, our model performed reasonably well, surpassing the logistic regression baseline established by Rajpurkar, et al. In particular, our model did extremely well at predicting answers in the form of dates, names, and numbers as shown below.

<table>
<thead>
<tr>
<th></th>
<th>Dates/Times/Stats</th>
<th>People/Places</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total #</td>
<td>24</td>
<td>19</td>
<td>56</td>
</tr>
<tr>
<td>EM</td>
<td>18</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td>EM%</td>
<td>75%</td>
<td>68%</td>
<td>30%</td>
</tr>
</tbody>
</table>

Figure 8: Results Sampled from first 100 validation data points

In addition, we also observed that our model was much more effective at predicting shorter answer spans versus longer ones. We hypothesize that the reason for this discrepancy stems from the fact that longer answer spans require greater understanding of the nuances of language versus simply identifying a target word or pair of words. Our (as with almost any question answering model) likely still lacks the ability to learn more complex linguistic structure. In short, our model would likely perform very well on a dataset of questions consisting exclusively of very short answers, but still struggles on handling the more involved examples in SQuAD – a testament to the challenges of this specific task and a signal of where we need to turn our attention to make improvements.
Conclusions, Discussion, and Future Work

We successfully implemented an end-to-end deep learning model for the SQuAD Question Answering task that replicates a state-of-the-art encoder and utilizes a simple, but efficient decoder to achieve promising preliminary results for this very challenging problem.

In fact, one other point of discussion we wish to raise is that the limitations of the SQuAD dataset actually underplays the efficacy of our model. Since every answer to a question in SQuAD is a fixed pair of indices, the question answering task leaves no room for nuance and can mark other technically correct answers as incorrect. As a concrete example, from the dataset, consider the following output from our model compared to the ground-truth answer for the question “As what did the law of 81 BC view human sacrifice?”

<table>
<thead>
<tr>
<th>True answer: murder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted answer: murder committed for magical purposes</td>
</tr>
<tr>
<td>F1: 0.33333; EM: false</td>
</tr>
</tbody>
</table>

One of the other major takeaways from implementing our model was the absolutely critical role of hyper-parameter tuning. As discussed earlier, our decision to change the length at which we clipped the paragraphs and questions improve our efficiency by a factor of three and made training over multiple epochs before the deadline a tractable reality. With more time, we would love to investigate more hyperparameter decisions. We also changed our word embeddings to 300-dimensional GloVe embeddings to make a significant improvement in performance, but many of our other attempted tweaks, such as introducing dropout with drop probability 0.5 to curb overfitting, annealing the learning rate did not produce any improvements or, in some cases, degraded our performance. With more time, we would like to run a proper hyperparameter search algorithm over other parameters (e.g. batch size, LSTM hidden layer dimension, and hopefully converge on values that would boost our performance.

In short, our performance on the Question Answering task appears to be a good start, but our model certainly has limitations as described above along with the fact that there seems to be a theoretical limit on just how useful SQuAD can be as a proxy for measuring reading comprehension given the lack of nuance in answer choices.

Other models implemented

In addition to the model we described in detail in this paper, we also implemented two other models: a simple baseline to arrive at a working system as soon as possible, and a modified implementation of the bidirectional attention flow scheme proposed by Seo, et al. Our first model (the baseline) consisted of a simple linear encoder that multiplied the question and answer word embeddings by weight matrices $W_Q$ and $W_P$ before then taking the matrix multiplication of the resulting product. We ignored attention. For the decoding step, we used the same procedure as we described in the paper with the omission of the additional LSTM to separate the question and context further. This model achieves an F1 score of approximately 10%.

Our second model closely followed the bidirectional attention flow model of Seo, et al. We implemented the decoder described in the paper exactly and made one simplifying modification to the encoding/attention phase: when computing the similarity matrix $S$ described in the authors’ original paper, we ignored taking a Hadamard product between the question and context paragraph. Our rationale was that this step seemed overly complex and unnecessary since the paragraph and question embeddings were later blended together. However, given our previous discussion in this paper over the utility of redundancy in the dynamic coattention network, it is possible that this simplification was costly. Ultimately, as we mentioned, we were only able to train this model for less than an epoch due to its inefficiency and our time constraints, but in the future – with more time and perhaps a more streamlined implementation – we would be interested in training this model as well and possible creating an ensemble with the model outlined in this paper.
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**Future Work**

As we have alluded to throughout this section, the SQuAD task is a very challenging problem in natural language processing and there are many avenues for improvement and further exploration. In addition to more hyper-parameter tuning and training more sophisticated models for the purposes of creating an ensemble (goals that are almost strictly time-related), we would love to explore novel neural network architectures in solving this problem such as perhaps applying convolutional neural networks for character-level embeddings and for attention, exploiting the parallel between attention and several computer vision tasks. We would also be interested in incorporating ideas from other areas of artificial intelligence, most notably reinforcement learning. One idea we thought about but did not have time to explore in any depth is applying rules governing natural language, such as grammar and syntactic structure, to create a set of Markov decision process-like rules and view question answering as a task of navigating a set of rules (while incorporating information about the question) to arrive at an answer.
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