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Abstract

This paper is about an attempt to help visually impaired population by solving image captioning task for VizWiz dataset [12]. This dataset consists of images taken by blind people in real-world situations and is the best choice to address their needs. It has been overlooked by researches comparably to other commonly used visual-linguistic datasets, and consequently requires further investigation. In this project several models based on CNN-LSTM architecture [2], [11] and Transformer [14] are constructed. All models show solid performance with the best result achieved by CNN-LSTM model with attention in combination with beam-search inference. Additionally, the dataset limitations are explored, and it can be concluded that algorithms pre-trained on artificially created datasets like MSCOCO perform poorly when deployed on VizWiz.

Key Information

Mentor: Sarah Najmark Grading policy: 2

1. Introduction

Image captioning is a process of generating textual description from images. It requires not only understanding of objects interactions in the scene, but also translating them into natural language [5]. There are plenty of user cases for image captioning and other visual-linguistic applications, namely retrieving an image from internet or helping objects to orient in space. Another important example is related to improving life of blind people who daily rely of image captioning services to help them to learn about the world around. All such services are based on human assistance that is slow and costly process. Moreover, users have to share sensitive for them information with random volunteers, and thus, often their privacy is violated.

While automating image captioning task has been an important topic in vision community, most of this research is done on artificially constructed datasets like MSCOCO and Flickr30k. This datasets are not applicable to address needs of users in the real word situations. Specifically, images taken by blind people and collected in VizWiz-Caption [12] exhibit different conditions than observed in contrived environment of artificially created datasets. Examples are presented on Figure 4.

As was shown in [1] these differences result in a poor performance of pre-trained models on VizWiz-Caption dataset. This leads to necessity to search for the algorithms and parameters that are better suitable for the task.

In this work several different approaches are explored. The baseline model is based on CNN-LSTM architecture described in [2] with multiple modifications to boost performance. In addition, two different architectures are explored: CNN-LSTM with attention based on [11] and CNN-transformer [14].

2. Related Work

Image Captioning

In earlier days image description generation was based on templates [10]. This methods detected different objects and interactions and used this information to fill blank spaces in template slots [9]. In recent decade image captioning with deep learning is gaining popularity. It proved to handle challenges and complexities
of image description better than traditional machine learning based techniques [3].

Most of deep learning techniques are based on encoder-decoder architecture inspired by neural machine translation [5]. The image encoder is typically represented by a convolutional neural network (CNN). The decoder can take different forms. For example, Long-Short Term Memory (LSTM) net was proposed by Vinyals et al. in [2]. This model is used as a baseline model for this work, and to my knowledge was never applied to VizWiz-Caption dataset.

Another popular and successful approach in modern image captioning utilizes the attention mechanism [16]. It is based on human intuition to pay attention to certain places on the image while interpreting the scene. There are different types of attention: soft attention and hard attention [11], spacial and channel-wise attention [18], multi-head and self-attention [21]. In [21] Vaswani et al. were able to achieve state-of-art performance for machine translation using only self-attention mechanism. Instead of LSTM Transformer model is used in both encoder and decoder. In [14] authors use the same self-attention (Transformer) method to solve image captioning task for MSCOCO dataset. They substitute encoder transformer model with CNN to produce image features instead of word embeddings. This architecture allows to boost performance by more than 20% on most of the metrics comparison to [2] without significant increase in computation time.

The most recent papers in this field utilize more complex transformer architectures. In [5] attention-on-attention (AoA) approach is used which adds another attention on top via element-wise multiplication. Such models as VLBERT[4] and VILBERT[26] adopt powerful transformer model BERT architecture to take both visual and linguistic embedded features as input. Currently they achieve state-of-art performance on popular visual-linguistic datasets.

Performance results for AoA on VizWiz-caption dataset are available in [1]. However, for Soft-Attention model [11] and Transformer [14] no attempts are made so far. Also, for all discussed models performance results are available for other visual-linguistic datasets which provides benchmarks and makes them promising to implement in this work.

VizWiz-Caption is a new dataset released just recently. To the best of my knowledge there is only one paper published up to date [1]. In the paper the dataset is introduced to researches and results on test split for three models (Attention-on Attention [5], Top-down attention [22], SGAE [23]) are presented. This paper contains important for this project data analysis. Moreover, several other papers for related VizWiz-VQA dataset are available [19], [20]. 80% of images overlap with VizWiz-Caption, but the task is different - visual question answering.

3. Approach

In this work three different models are benchmarked to gauge the difficulty of VizWiz-Caption dataset for modern algorithms. Publicly-shared code is used and adopted to meet the needs of the project. Details are explained below. Moreover, both default parameters provided by authors, as well as fine-tuned parameters are tested. The results are compared with each other and with results of this methods on MSCOCO.

3.1. Base CNN-LSTM Model

![Figure 1 CNN-LSTM Architecture](image)

The base model presented in this work is built on encoder-decoder architecture. More precisely the algorithm is adopted from CNN-LSTM structure described in [2] and is shown on the Figure 1. The encoder is a deep convolutional neural network (CNN) with deleted softmax layer. It produces embeddings of fixed-length vectors from the input images.
Being one of the best performance methods in image classification, ResNet-152 [7] (pre-trained on ImageNet dataset) is used as encoder in this project. However, the model can be easily changed to any other CNN architecture.

The decoder is LSTM model that can be described as:

\[ x_{-1} = \text{CNN}(\text{image}) \]
\[ x_t = W_e S_t, t \in \{0...N-1\} \]
\[ p_{t+1} = \text{LSTM}(x_t), t \in \{1...N-1\} \]

where \( x_{-1} \) are output CNN features, \( p_{t+1} \) is a word predicted by LSTM in \( t^{th} \) step, and \( S = (S_0, ..., S_N) \) is a true sentence describing the image.

The first LSTM cell takes features produced from images and special start word \( S_0 \) and predicts next word in the caption - \( S_1 \). The second cell takes \( S_1 \) and predicts second word in the caption \( S_2 \). This step is repeated until the special stop word \( S_N \) is produced. Each LSTM cell shares the same parameters \( W_e \). The training objective function is Cross Entropy loss for all the methods.

**Limitations of base model:** This baseline model has multiple limitations, e.g. it is relatively small, lacks attention to important features, and has high computation complexity due to sequential nature. To improve the model following hypothesis were tested:

- To improve performance computational time - fine-tune parameters
- To improve computational time - freeze first half of CNN layers (no gradient propagated through)
- To improve performance - increase amount of LSTM layers from 1 to 2
- To improve performance - add attention mechanism
- To improve performance - add beam-sampling
- To improve performance and computational time - implement transformer model

**Code:** The code for the algorithm is based on Pytorch tutorial [6]. The model allows to select any number of LSTM layers and size of hidden states. Tested model configurations are described in details in Experiments section. The code from tutorial is adapted to work on VizWiz dataset structure and collect necessary statistics, e.g. loss and model parameters for each epoch. Inference step for the whole validation set and model evaluation step, calculating metrics like BLEU, CIDER, etc. [8] is added. Additionally, the model required learning rate fine tuning to avoid over-fitting.

### 3.2. CNN-LSTM Attention Model

The attention model is built on top of the base model using approach presented in [11] and [24] and is shown on Figure 2.

The lower layers of encoder consist of ResNet-152 with deleted softmax layer. The last layer of encoder (Adaptive Pooling Layer) is changed to output 9x9 attention regions (instead of 1x1 in base model) to allow the model to attend to certain areas of an image.

The decoder is LSTM model with attention. In contrast to the base model it looks at image features not only at the first step of decoding process, but at every step. This allows to learn to attend to specific locations in the image for each generated word. The decoder can be described as:

1. From feature vectors create initial cell and hidden state of LSTM \( h_0, c_0 \):

\[ c_0 = f_{\text{init}, c}(\frac{1}{L} \sum_i a_i), h_0 = f_{\text{init}, h}(\frac{1}{L} \sum_i a_i) \]

where \( a_i, i = 1, ..., L \) correspond to the image features extracted at different image locations.

2. At each decode step \( t \):

- Use encoded image \( a \) and hidden state \( h_{t-1} \) to generate attentions weights \( \alpha_{ti} \) for each pixel in \( a \). For this purpose use the soft attention mechanism:

\[ \alpha_{ti} = \text{softmax}(f_{\text{att}}(h_{t-1}, a_i)) \]

\[ f_{\text{att}}(h_{t-1}, a_i) = \tanh(W_a a_i + W_h h_{t-1}) \]
• Feed the previously generated word $\text{word}_{t-1}$ ($w_0 = <\text{start}>$) and $\alpha_{t-1}$ to the decoder to generate the next word $\text{word}_t$

The model extracts information from images and passes this information to every step of decoder. This helps to boost performance in comparison to the base model. However, due to LSTM sequential nature the model is still slow.

![Figure 2 CNN-LSTM Architecture with Attention](image)

**Code:** The code for the algorithm is built on top of the base model, and is partially adapted from Pytorch tutorial [24]. The model required learning rate fine tuning to avoid over-fitting as well as adaptation of batch and layer size parameters to fit on single GPU.

3.3. Transformer Model

![Figure 3 Transformer Architecture [21]](image)

Transformer model created in this project is based on [14] that adapts the machine translation model described in [21].

The encoder is similar to encoder used in CNN-LSTM Attention Model with the only difference that CNN output is adapted to match word embedding size. It is necessary for multiplication in Multi-head attention layer.

The decoder has more complicated structure in comparison to models above. However, as it processes the whole sentence rather than one word at a time, it is more computationally efficient.

Transformer is not sequential, therefore to fully explain captions it is necessary to input not only words...
embeddings, but also positions of words in sentences. This is done by addition of positional embedding. The model uses the mechanism of multi-head attention. This layer is composed of \( n \) scaled dot-product attentions that can be described as [21]:

\[
Attention(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right)V
\]

where Q and K queries and keys of dimension \( d_k \), and V is a values.

The feed-forward layer helps to deepen the network. It uses linear modules to analyse dependencies in the attention outputs, and consists of two linear transformations with a ReLU activation in between:

\[
FFN(x) = \text{max}(0, xW_1 + b_1)W_1 + b_1
\]

Normalization is a common method in deep neural networks that allows to speed up training and ability to generalize. For more details about the layers refer to [21].

**Code:** The code for the algorithm is adapted from github repository [13]. It was originally created for machine translation task and therefore only decoder part could be reused. Encoder was substituted with CNN. Additionally, the model required learning rate fine tuning and adaptation of batch and layer size parameters to fit on single GPU.

### 3.4. Inference

For the inference, two methods are used. First is sampling, e.g. sample the first word according to \( p_1 \), then provide the corresponding embedding as input and sample \( p_2 \), repeat until end-of-sentence token or maximum length is reached. Second is a beam search. In the beam search a set of \( k \) best sentences up to time \( t \) is considered to generate sentences of size \( t + 1 \). Only the best \( k \) of them are kept iteratively. This approach is slower than sampling if \( k > 1 \), but provides better results [2].

### 4. Experiments

#### 4.1. Data

The VizWiz-Captions dataset consists of approximately 39 thousand images each paired with 5 captions (17.5 GB). The images are captures by people who are blind in real words situations. Therefore, it exhibits different conditions than observed in the contrived environments of artificially created datasets, like MSCOCO and ImageNet. The task is to generate textual description of a given image. See examples below. The dataset is divided into 3 splits: train, validation and test data 23431/7750/8000. Train and validation splits have five captions associated with each image, while the test split does not have any captions. For research purposes, test split is left out from the scope, and custom split is created. The validation split of the dataset is shuffled and divided in half. First half is used to validate and second half to test model performance.

![Figure 4: VizWiz-Caption vs MSCOCO](image-url)
4.2 Evaluation method

For evaluation on image caption task BLEU is used in combination with CIDEr and ROUGE. The most commonly used metric in the image caption literature is BLEU score [17]. It is based on precision of word n-grams between predicted and target sentences. ROUGE is recall-based metric and is a good addition to the BLEU. CIDEr is a consensus-based image description evaluation. The metric shows high agreement with human based ground truth. Using sentence similarity, the notions of grammaticality, saliency, both precision and recall are captured well by CIDEr [25]. The benchmark data on these metrics is provided in [1] for several state-of-art models on test split of VizWiz-Caption. As results are only available for the test split of VizWiz-Caption it can only be compared with results presented in Table 2 under assumption that test and validation splits have similar distributions.

4.3 Experimental details

Details about model configurations explored in experiments, model complexity and training time per epoch on NVIDIA Tesla M60 GPU are presented in Table 1. All models are trained first on parameters suggested for MSCOCO dataset. Then, fine-tuning is performed, and parameters with best performance for each configuration are reported in Table 1. Moreover, only configurations that fit on single GPU are considered.

Table 1 : Model configurations explored in experiments

<table>
<thead>
<tr>
<th>Model Configurations</th>
<th>Parameters</th>
<th>Size of word embeddings</th>
<th>Number of layers</th>
<th>Size of hidden states</th>
<th>Attention size</th>
<th>Optimizer</th>
<th>Loss</th>
<th>Epochs</th>
<th>Learning rate</th>
<th>Batch size</th>
<th>Training Time, min (per epoch)</th>
<th>Model Size, M</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN-LSTM</td>
<td>PM</td>
<td>ResNet 152</td>
<td>256</td>
<td>1</td>
<td>1</td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>5</td>
<td>0.001</td>
<td>128</td>
<td>40</td>
<td>66.4M</td>
</tr>
<tr>
<td></td>
<td>TFS</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>55</td>
<td>0.001</td>
<td>128</td>
<td>45</td>
<td>68.6M</td>
</tr>
<tr>
<td>CNN-LSTM with Attention</td>
<td>PM</td>
<td>ResNet 152</td>
<td>512</td>
<td>1</td>
<td>512</td>
<td>14x14</td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>10</td>
<td>0.0004</td>
<td>32</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>FT</td>
<td></td>
<td></td>
<td></td>
<td>9x9</td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>10</td>
<td>0.0001</td>
<td>32</td>
<td>60</td>
<td>78.5M</td>
</tr>
<tr>
<td></td>
<td>TFS</td>
<td></td>
<td></td>
<td></td>
<td>4x4</td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>10</td>
<td>0.0004</td>
<td>32</td>
<td>90</td>
<td>78.5M</td>
</tr>
<tr>
<td>Transformer</td>
<td>PM</td>
<td>ResNet 152</td>
<td>512</td>
<td>6</td>
<td>1</td>
<td>4x4</td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>20</td>
<td>0.0004</td>
<td>16</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>FT</td>
<td></td>
<td></td>
<td></td>
<td>6x6</td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>20</td>
<td>0.0001</td>
<td>16</td>
<td>50</td>
<td>92.7M</td>
</tr>
<tr>
<td></td>
<td>TFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Adam</td>
<td>Cross Entropy</td>
<td>20</td>
<td>0.0001</td>
<td>16</td>
<td>70</td>
</tr>
</tbody>
</table>

Pre-trained(PM), CNN frozen-tuned (FT) and trained from scratch (TFS) configurations have the same model structure. However, the first is pre-trained on MSCOCO; for the second lower layers of CNN are frozen to avoid gradient propagation; and the third is trained from scratch on VizWiz-Caption dataset. It can be seen that introduction of FT improved computation time by a factor of 1.5. Moreover, as anticipated the training time for Transformer is faster even though transformer model has more parameters (due to parallel computations).

For all CNN-LSTM models sampling strategy is used for the inference. The beam search with beam = 3 is tested for the attention model and results are presented in Table 2.

To optimize training Adam optimization technique is utilized for each model. To avoid over-fitting dropout of 0.1 and early stopping is used. To visualize over-fitting and choose epoch for early stopping, validation and train cross entropy loss and results on BLEU, CIDER and ROUGE are collected for each epoch. From Figure 4 it can be seen that loss decreases with increase in iterations. Consequently, the training objective is achieved. Validation results also achieve minimum for all configurations signaling that models do not need to be trained further. For example, CNN-LSTM overfits after 5-th epoch and training can be stopped when validation minimum is achieved. From the figure it can also be seen that choosing the right learning rate is extremely important to achieve better performance. Fine-tuned learning rate of 0.0001 vs suggested for MSCOCO learning rate of 0.0004 allowed to significantly boost results of CNN-LSTM with attention on all the metrics. For additional learning curves check Appendix.

![Figure 5 Loss versus iterations](image-url)
4.4 Results

For each model configuration performance results on VizWiz-Caption (custom split) and MSCOCO datasets are presented in Table 2. Also in Appendix on Figures 9 and 10 two graphs are provided to help visualize the table.

From the table is can be concluded:

- Models trained on MSCOCO perform purely on VizWiz-Caption dataset and vice versa. Moreover, even TFS model configurations that adopt MSCOCO parameters perform worse than models with fine-tuned parameters. It proves that MSCOCO and VizWiz-Caption indeed have a very different data distributions, and models trained on artificially created data are not ideal for the real word situations.

- Introduction on beam-search with beam > 1 helps to boost model performance. This is anticipated especially for metrics like BLEU-3 and BLEU-4 that take into account multiple subsequent words, rather than a single word.

- In general performance for VizWiz dataset is lower than for MSCOCO dataset. This result is expected as images in VizWiz are created in the real word situations and are less perfect than images selected artificially.

- Increasing amount of layers in LSTM from one to two does not help to improve model performance. Probably, because captions have relatively simple structure and one layer LSTM is already enough for reconstruction.

- Unexpectedly transformer is not able to outperform CNN-LSTM with attention. Learning curve presented in Appendix suggests that optimal parameters for transformer architecture are not achieved and models just requires additional fine-tuning.

Table 2: Performance results for VizWiz-Caption (custom split) and MSCOCO datasets

<table>
<thead>
<tr>
<th>Model Configurations</th>
<th>VizWiz Performance</th>
<th>Ms COCO Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU1</td>
<td>BLEU2</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM</td>
<td>37.4</td>
<td>20.6</td>
</tr>
<tr>
<td>TFS with 1 LSTM Layer</td>
<td>50.9</td>
<td>34.8</td>
</tr>
<tr>
<td>TFS with 2 LSTM Layers</td>
<td>49.3</td>
<td>33.1</td>
</tr>
<tr>
<td>CNN + LSTM with Attention (ATT)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM [13] trained model is not available</td>
<td>70.7</td>
<td>49.2</td>
</tr>
<tr>
<td>TFS with MSCOCO settings</td>
<td>40.6</td>
<td>28.0</td>
</tr>
<tr>
<td>TFS with custom settings</td>
<td>53.9</td>
<td>38.6</td>
</tr>
<tr>
<td>TFS + Beam search</td>
<td>48.4</td>
<td>39.0</td>
</tr>
<tr>
<td>Transformer (TR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM [13] trained model is not available</td>
<td>71.8</td>
<td>55.4</td>
</tr>
<tr>
<td>TFS with custom settings</td>
<td>51.4</td>
<td>35.9</td>
</tr>
</tbody>
</table>

5. Analysis

On Figure 6 captions produced by models are visualized. Results support findings from the metrics in Table 2:

- The bottle on the left-bottom picture is described as the cell phone by CNN-LSTM PM, but is correctly identified by CNN-LSTM TFS model. This result is expected as bottle with medicine is associated more with a real life of blind people rather than with artificially constructed data.

- The similar can be concluded about the bear on the right-top image. The caption produced by all TFS on VizWiz models does not make sense, because this kind of images are not likely to be present in a real data from blind people.

- In some cases model pre-trained on MSCOCO performs well on VizWiz dataset and vice versa. For example, for the right-middle picture from MSCOCO images TFS performs well. It is not surprising as there are a lot of images of living spaces in the VizWiz-Caption.

- The image on the right-bottom corner shows a situation were MSCOCO data partially overlaps with VizWiz data. The VizWiz dataset has plenty of pictures with people. However, the captions mostly explain how this people look and what they wear. Sport activities are not so common in VizWiz data,
in contrast to MSCOCO data. Consequently, it is not surprising that TFS models are able to recognize a person wearing blue and white shirt, but are not able to catch information about tennis.

- In general CNN-LSTM with attention and Transformer models produces better captions as can be seen on most images. This supports findings from the Table 2. However, as metrics are averaged for the whole dataset, there are exceptions to this statement. For example, on left-bottom picture the medicine bottle was better recognized by CNN-LSTM model without attention.

- Another interesting example is presented on the left-middle picture. It shows that images captured by blind people can be of a poor quality and this situation is handled in VizWiz dataset by assigning caption to ‘low quality’ category. This answer is beneficial as it is better to acknowledge that image quality is poor than to give a wrong description. This kind of situations are purely handled in models trained on MSCOCO and other artificial datasets.

<table>
<thead>
<tr>
<th>VizWiz images</th>
<th>Ms COCO Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT: A person is holding a bottle that has medicine for the night time. A bottle of medication has a white twist top. A night time medication bottle being held by someone. A person holding a small black bottle of NIGHT TIME. A bottle of what appears to be cough syrup held in hand. CNN-LSTM: A person holding a cell phone in front of a laptop. CNN-LSTM TFS: A person is holding a bottle of medicine in their hand. Attention TFS: A bottle of hand sanitizing with a white label. Transformer TFS: A bottle of some kind of liquid that is being held by someone’s hand.</td>
<td>GT: The large brown bear has a black nose. A big burly grizzly bear is show with grass in the background. Closeup of a brown bear sitting in a grassy area. A large bear that is sitting on grass. A close up picture of a brown bear’s face. CNN-LSTM PM: A person is holding a large, fluffy dog in the background. A bear in the grass. CNN-LSTM TFS: A brown bear is standing in the grass. Attention TFS: A white and black dog with a black collar. Transformer TFS: a small dog is laying on the carpet.</td>
</tr>
</tbody>
</table>

Visualisation of attention mechanism is shown on the Figure 7. Additional examples are presented in Appendix. From the figure it can be seen that the model indeed pays attention to pieces of images that are associated with predicted words, like ‘bottle’, ‘on’, etc.

6. Conclusion

This work shows that modern state-of-art algorithms pre-trained on other visual-linguistic dataset are not suitable to achieve top performance on VizWiz-Caption. This proves that dataset distribution is unique to the task and requires model fine-tuning or training from scratch on VizWiz data. For all the models presented in this work solid performance is achieved on custom dataset split. The best performer is CNN-LSTM model with attention and beam search inference with beam = 3. As addition of attention to the model shows to be beneficial to boost performance on VizWiz-Caption, exploring another
architectures with different types of attention is suggested for the next step. Moreover, further fine-tuning of Transformer model can be done.
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Appendix (optional)

![Learning curves for Transformer Model](image1.png)

**Figure 8** Learning curves for Transformer Model

![Metrics comparison: VizWiz vs MSCOCO](image2.png)

**Figure 9** Metrics comparison: VizWiz vs MSCOCO
Figure 10 Metrics comparison: pre-trained on MSCOC vs trained from scratch models

Figure 11 Attention visualization examples