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Abstract

Everyday people turn to Question Answering systems regularly when they are faced with a question and looking for an answer, however sometimes these QA systems answer the questions incorrectly. Our goal is to understand what errors the QA systems trained on Topologically diverse (TyDi) dataset[1] typically makes for e.g. are these errors due to language structure, or how the question is framed or the nature of passage picked to answer the questions? On a high level our findings suggest that some of the causes of the errors were 1. the ambiguity in framing the question, 2. complex structure of the answer passage influences incorrect answers, 3. multiple possible answers. In an attempt to improve the accuracy of the QA systems on TyDi, we built a classifier by fine tuning mbert model.
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2 Introduction

Users today are benefited from the QA systems integrated into search engines and digital assistants. Typically, the questions from these users are information-seeking i.e. they want to know the answer to a question they don’t know the answer yet. Lately, these Question Answering (QA) systems have emerged as powerful platforms for automatically answering questions asked by humans in natural language generally making it possible to asking questions and receiving the answers using the language an individual is most comfortable with. If a QA system gives an incorrect answer 4 out of 5 times then the users are less likely to turn to the QA system again for seeking answers. So high accuracy is crucial to any QA system. Before we attempt to increase the accuracy, it is important to analyze the error patterns and causes.

3 Related Work

The English-language Natural Questions (NQ) dataset [2] has spurred research advances in QA and assisted the research community immensely to for training and evaluating open-domain question answering systems. However, there are thousands of different languages in the world, any many of those use very different approaches to construct meaning. Thus, creating machine learning systems that can understand the many ways languages express the meaning is challenging, and training such systems requires examples from the diverse languages of the world.
Google research group has released a question answering corpus - TyDi QA in order to encourage research on multilingual question-answering covering 11 Typologically Diverse languages with over 200K QA pairs. This is the first public large-scale multilingual corpus of information-seeking question-answers pairs using a simple-yet-novel data collection procedure that is model-free and translation free.

Many early QA datasets used by the research community were created by first showing paragraphs to people and then asking them to write questions based on what could be answered from reading the paragraph. However, since people could see the answer while writing each question, this approach yielded questions that often contained the same words as the answer, resulting in ML algorithms trained on such data would favor word matching, oblivious to the more nuanced answers required to satisfy users’ needs.

Traditionally the approach used to create multilingual data by translating an English corpus into other languages is vulnerable to introduction of problematic artifacts to the output language such as preserving source-language word order as opposed to flexible word order or using more constrained/formal language as opposed to common native language.

These languages choices are covering variety of disparate language characteristics, for example many languages use non-Latin alphabets, some form words in complex ways, also for some much data is available on the web to very little.

The authors of Tydi expect that the models performing well on the diverse set of languages would generalize across a large number of the world’s languages.

There has been some work done for QA system analysis. In [3] the author focus on the importance of question classification to improve answer selection. The paper by Shen et al. [4] talks about the importance of performing sentiment classification by learning matching vectors of each QA pair.

4 Approach

Baseline

Our original baseline system is the open source TyDi QA Gold Passage (GoldP) task [1], which is a simplified version of TyDi QA’s primary task. The GoldP task is simplified as follows:

• Only the gold answer passage is provided rather than the entire Wikipedia article
• Unanswerable questions have been discarded
• Evaluated with the SQuAD 1.1 metrics like XQuAD
• Thai and Japanese are removed because of the lack of whitespace

Main Approach

Our approach is divided into the following two phases.

First, we train mBERT [5] jointly on all the languages of the TyDi QA gold passage training data and evaluate on its dev set [1].

• Evaluation and Comparison: Once the retraining of mBERT was completed, we evaluated the results using the evaluation script from Bi-directional Attention Flow for Machine Comprehension [6] to measure the performance of the model using “F1” scores and “exact_match” for each language of GoldP task. We compare our F1 scores with the one in the original paper [1] to ensure that results are acceptable and we can use it as our baseline.
• Labels generation: In order for us to prepare for classification task(s) we generated labels representing the correct/incorrect answers. We achieved this by modifying the previously discussed evaluation script to generate a dictionary of labels where the key is the question ID and the value is the correct/incorrect label
• Linguistic Analysis: We analyzed a sample of both incorrect and correct answers to better understand the linguistic aspect of the problem space. Our hope with this step was to develop a better intuition about the linguistic features that are influencing the erroneous answers given by mBERT QA. We hope to leverage these linguistic features to engineer the set of feature training function that will be used during development of linear and feature-based classifier.
Next, with the labels obtained in the earlier stage we attempted to build a classifier by fine-tuning mBert. whose results would assist in better understanding of linguistic features having influence for incorrect answers. We reviewed the following approaches for this phase.

- **Linear Classifier:** We initially planned to build a simple linear classifier and train this model using the labels generated in the first phase. The intuition behind this task was that, once trained, this classifier would be able to classify the potential incorrect answers. However, with linear classifier we would classify only high level linguistic aspects based on features such as F1 score, precision, recall, lexical overlap or question-answer genre matching.

- **Feature-based classifier:** In the next phase we attempt to do in-depth feature engineering for our classifier by using language features, some examples are listed in Table 1.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answer type match</td>
<td>True if the candidate answer contains a phrase with the correct answer type</td>
</tr>
<tr>
<td>Pattern match</td>
<td>The identity of a pattern that matches the candidate answer</td>
</tr>
<tr>
<td>Matched question keywords</td>
<td>How many question keywords are contained in the candidate answer</td>
</tr>
<tr>
<td>Keyword distance</td>
<td>The distance between the candidate answer and query keywords</td>
</tr>
<tr>
<td>Novelty factor</td>
<td>True if at least one word in the candidate answer is novel, i.e., not in the question</td>
</tr>
<tr>
<td>Punctuation location</td>
<td>True if the candidate answer is immediately followed by a punctuation</td>
</tr>
<tr>
<td>Sequence of question terms</td>
<td>The length of the longest sequence of question terms that occurs in the candidate answer</td>
</tr>
</tbody>
</table>

- **Linguistic Analysis:** At this stage, we performed a detailed linguistic analysis on English test set by leveraging various results from both the phases of the project work to help us understand what language features typically causes errors for the QA systems trained on TyDi dataset. For example, are these errors due to certain language structure, or due to how the questions are framed or due to the type of the passage picked to answer the question?

5 Experiments

5.1 Data

The languages of the world exhibit high typological diversity, the World Atlas of Language Structures categorizes over 2600 languages by 192 typological features which includes phenomena such as word order, grammatical meanings, plurality systems and many more. Thus, it’s essential to evaluate models on the data that exemplifies this variety. To encourage research on such multilingual QA, the authors released TyDi QA – a QA dataset covering 11 typologically diverse languages with over 200K QA pairs [1]. The authors expect that the models performing well on this diverse set would generalize across a large number of the world’s languages and hope to encourage further research for QA models capable of understanding typologically diverse languages.

5.2 Evaluation method

We had 3 stages of evaluation. First, we verify we could achieve near baseline score by retraining the mBert model. Second, with the labels obtained, we train a basic classifier and check its accuracy with the baseline. Third, we hand craft more intricate linguistic features and fine-tune an mBert model and compare the performance.

5.3 Experimental details

To train the baseline mBert, we used the bert base configuration with 12 hidden layers and attention layers and hidden size of 768. We choose the hidden units dropout probability and attention dropout probability as 0.1. The training data set size was 49370 example. The dev set size was 6102 examples. We had to reduce the batch size to 4 due to the GPU capacity limitation. We trained it on the Azure instance with Nvidia’s Tesla M60 gpu. The training time was 16 hours.

For the classification task, we generated labels(0/1) for dev set. So our dataset contained 6102 examples with labels. We split the data as 4800 for training, 651 for dev and test each. We used the train batch size of 4 and for prediction and evaluation we used batch size 2. We trained the classifier for 3 epochs. It took about 4 hours. The model architecture for fine tuning mBert included an instance of mbert model. Then we added an Neural Network layer with output size equal to the number of labels ( 2 in our task). For reducing over-fitting, we added the dropout layer. Finally, we added a
softmax layer to give us probabilities for class labels. We calculated cross entropy loss from given labels and predicted probabilities.

5.4 Results

Report the quantitative results that you have found so far. Use a table or plot to compare results and compare against baselines.

- mBert Baseline: Table 2 illustrates the comparative result analysis of F1 scores using Gold Passage results from the paper [1] and the results from our retraining of the same baseline as described above. These results are as per our expectation as we tried to train the same model with the same dataset as the authors of TyDi QA.

<table>
<thead>
<tr>
<th>Language</th>
<th>TyDiQA - GoldP (Original)</th>
<th>Baseline retraining</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>67.90</td>
<td>68.09</td>
</tr>
<tr>
<td>Arabic</td>
<td>77.20</td>
<td>76.94</td>
</tr>
<tr>
<td>Bengali</td>
<td>77.20</td>
<td>76.94</td>
</tr>
<tr>
<td>Finnish</td>
<td>71.00</td>
<td>71.75</td>
</tr>
<tr>
<td>Indonesian</td>
<td>76.10</td>
<td>76.50</td>
</tr>
<tr>
<td>Kiswahili</td>
<td>79.30</td>
<td>80.43</td>
</tr>
<tr>
<td>Korean</td>
<td>61.70</td>
<td>62.67</td>
</tr>
<tr>
<td>Russian</td>
<td>70.20</td>
<td>70.14</td>
</tr>
<tr>
<td>Telugu</td>
<td>82.40</td>
<td>82.30</td>
</tr>
</tbody>
</table>

- Classification task with logistic regression model: Table 3 shows the results from training a logistic regression task.

<table>
<thead>
<tr>
<th></th>
<th>Train Set</th>
<th>Dev set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>0.61</td>
<td>0.97</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.81</td>
<td>0.77</td>
</tr>
<tr>
<td>F1</td>
<td>0.42</td>
<td>0.39</td>
</tr>
<tr>
<td>Precision</td>
<td>0.98</td>
<td>0.92</td>
</tr>
</tbody>
</table>

- Classification with Fine Tuning mBert: Table 4 shows the results from fine tuning mBert. More graphs for loss, learnt model word embeddings are added in the appendix section.

<table>
<thead>
<tr>
<th></th>
<th>Train Set</th>
<th>Dev set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>0.150</td>
<td>0.38</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.91</td>
<td>0.88</td>
</tr>
<tr>
<td>F1</td>
<td>0.85</td>
<td>0.76</td>
</tr>
<tr>
<td>Precision</td>
<td>0.95</td>
<td>0.86</td>
</tr>
</tbody>
</table>

6 Analysis

We've analyzed a few sample incorrect answer cases and below are some of the findings:

Example 1: In Figure 1 the question is not formed correctly. It doesn’t say - ‘first word spoken by babies’. So this could add some ambiguity. The prediction is the right answer for question - ‘first word understood by babies’

Example 2: In Figure 2 the network reached conclusion with the first line. It missed the ‘previously’ and ‘However’ part.

Example 3: In Figure 3 it seems like a complex content. It might be hard for the network to understand the embedded text (highlighted in green)

From Table 3 we can see that linear classifier does not perform well as the features such as F1 score, exact match are high level features while bert has deep word embeddings. From Table 4 we can see that fine tuning mBert achieves better performance.

7 Conclusion

We presented in this paper a method to improve the answering accuracy that first required us to train the mBert on Tydi dataset provided and evaluate the dev set to extract labels for the classification
task. The linear classifier did not perform better than the baseline as Bert model learns more deeper word embeddings while we classified on high level features. The fine tune mBert approach helped to improve the performance of the classification task. Our analysis show that performing classification related to question classification, F1 and exact match scores could provide a strong signal to the QA models and we could improve the current state of the art. So this experiment motivated us to pursue more linguistic features for our task which we plan to do in the future. Since our experiment is limited to Tydi dataset, we would’ve liked to expand it for other QA datasets. Due to the small labeled dataset and limited resources, it was not possible to finetune on Large Bert model and do hyperparamter tuning.
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Figure 4: Fine tune mBert: Train Loss

Figure 5: Fine tune mBert: PCA

Figure 6: Fine tune mBert: UMAP