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Abstract

Conditional story generation and contextual text continuation have become increasingly popular topics in NLP community. Existing models are often prone to output paragraphs of texts that gradually diverge from the given prompt. Although the generated text may have a reasonable perplexity and diversity, it could easily be identified by human as gibberish. The goal of our project is to improve the coherence and consistency across sentences in a language-generation model. We aim to solve this issue by first training a sentence pair coherence classifier with GPT-2 pretrained model, and then co-train the GPT-2 language model with this new coherence objective using a method analogous to the REINFORCE algorithm. This fine-tuned language model is able to generate lengthy paragraph conditioned on a given topic without diverging too much. The simplicity of this model allows it to be applicable to a variety of underlying language model architecture since it only modifies the final layer of the pre-trained model.

1 Key Information to include

- Mentor (for custom project): Reid Pryzant, Dan Iter
- We would like this report to be graded.

2 Introduction

Conditional story generation and contextual text continuation have become increasingly popular topics in NLP community. The problem setup usually consists of a user-provided prompt sentence, and the story generation model is required to generate text that revolve around the prompt’s topic. This problem is different from language modeling in the sense that we are not only interested in predicting the next word given the previous words, but also the coherence between the generated text and the given prompt.

Large pretrained transformer-based models such as BERT [1] and GPT-2 [2] have reached state-of-the-art result on many common NLP tasks. GPT-2 model is a casual language model that predicts the next word conditioned on all the previous words. Naturally, one would be tempted to use this model to make conditional story generation. Indeed, the authors showed some good examples in the original paper. However, from our experience, the generated text still exhibit some degree of incoherence, that is, drifting off the topic for long paragraph of text. See Fig[1] for an example.

Our idea is to leverage the existing architecture of the pretrained transformer-based language model such as GPT-2, and turn it into a conditional story generation model without having too much modification. Compared to other models specifically targeting at story generation [3], our model is faster to training because of the pretraining, and the contextual representation allows it to model longer term dependency.
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3 Related Work

Seq2seq RNN models have been traditionally used to generate conditional stories [4]. More recently, a hierarchical architecture of RNN models proposed by Fan, et al [3] has achieved great performance on conditional story telling by first generate a premise and then the story. The advance of large-scale pretrained transformer models such as GPT-2 [2] has revolutionized lots of NLP tasks including language modeling. Its ability to extract long-distance contextual information leads to its great success in generating text with great semantic and syntactic coherence. GPT-2 has been applied to conditional language generation and image captioned in an encoder-agnostic setting by Ziegler, et al [5]. In this paper, we would like our language model to conform to a new objective that takes into account the correlation between generated text and the prompt text. But this auxiliary objective is non-deterministic with respect to the model parameters since the story is randomly generated from a distribution that depends on the model parameters.

For models where the dependency between the objective function and model parameters are non-deterministic, or models where the objective is of discrete value thus non-differentiable, researchers often resorts to techniques used in Reinforcement Learning community. A specific set of algorithms are categorized as REINFORCE algorithm [6]. Co-training a generation model with auxiliary discrete objective functions has been applied to the field of music generation using Reinforcement Learning techniques, in which the objective consists of a music generation objective and a reward based on music theory [7]. REINFORCE algorithm has been applied in a similar context to text auto-completion system by Lee, et al [8].

4 Approach

To train a language model with an additional coherence objective, we have to first make predictions or evaluate whether two sentences followed a coherent topic. In the first step, we are training a coherence classifier on top of GPT-2 model. This allows us to (1) generate a sentence embedding for the prompt sentence (2) rank the coherence between two sentences. And in the second step, we co-train a modified language model that takes in the prompt sentence embedding as a "shortcut" or "guidance", with an additional coherence objective forcing the generated text to be aligned with the prompt’s topic.

**Sentence Coherence Prediction:** We implemented our own coherence prediction model using GPT-2 as our underlying pretrained transformer and fine-tune it to predict the sentence coherence.

The basic idea is that, if two sentences appear in the same paragraph in our training set, they must have a common underlying topic. The model proposed here will be analogous to the sentence embedding approach first proposed by Kiros, et al [9] and extended by Oord, et al [10]. We encode each sentence by adding [CLS] token to the last position, and feed the hidden state of this token to a double dot-product regression model. The final output is from a logistic regression predicting if the two sentences come from the same paragraph or not. The binary classification problem is formulated as the following:

\[ p_{\text{coherence}}(e_1, e_2) = \sigma(e_1^T W e_2 + b) \]  

(1)

where \( e_1 \) and \( e_2 \) are embeddings for sentence 1 and setence 2 respectively and \( \sigma \) is the sigmoid function. Aside from fine-tuning the parameters of the transformer model, we have new trainable...
parameters, including: weight matrix $W$, bias $b$, weights for the [CLS] token. The architecture is shown in Fig.2

![Diagram](image)

**Figure 2: Architecture of the coherence-prediction model**

The training step involves:

- Preprocess the dataset. One dataset contains adjacent sentences from the same paragraph, and one dataset contains random sentences from the entire training set.
- Load GPT-2 model with pretrained weights for known word pieces. Add an additional token [CLS] with randomly initialized weights. The hidden state of this [CLS] token will be considered as the sentence embedding. Then we create another double dot-product classifier with random initial weights, which takes as input the two sentence embeddings and predict if they should be adjacent.
- Train the model with a mixed objective: $L = L_{lm} + \lambda L_{coherence}$. Where $L_{lm}$ is the casual language model objective with cross-entropy loss, i.e. $L_{lm} = -\log \frac{\exp(x_{[label]})}{\sum_{i} \exp(x_{i})}$. And $L_{coherence}$ is the binary cross-entropy loss for coherence prediction, which is $L_{coherence} = y \log(\sigma(x)) + (1 - y) \log(1 - \sigma(x))$. Label 1 indicates that two sentences come from the same paragraph. $\lambda$ is a weighting factor for the coherence objective. For each iteration we have one positive sample and one negative sample picked randomly from the training set.
- Evaluate the model on validation set. We have 50% positive samples and 50% negative samples randomly chosen from validation set. The ultimate criterion is the percentage of accuracy on the test set.

Note that if we concatenate two sentences together, separated by [SEP] token, we could take the last hidden state of [CLS] token and feed it into logistic regression. This proves to be highly efficient and accurate because the two sentences could attend to each other, which is recommended in the original OpenAI GPT paper \(^{[12]}\). However, this approach is infeasible for our problem, because in language generation model, each word is generated on the fly as opposed to given a-priori. We will compare the prediction accuracy of the sentence embedding approach with this cross-attention approach in the following section.

**Text Generation Model:** In order to generate the text we used Conditional text generation using the auto-regressive models of the GPT-2\(^{[2]}\). GPT-2 is a large transformer-based language model trained on a dataset of 8 million web pages. GPT-2 is trained with a casual language modeling objective, that is: given all of the previous words within some text, predict the probability of the next word\(^{[11]}\). The probability of a sentence in this sense can be written as: $p(x) = \prod_{i=1}^{n} p(s_i|s_1, s_2, ..., s_{i-1})$

The original implementation of the conditioned text generation model we used comes from pretrained GPT-2 small model from "Huggingface Transformers" (https://huggingface.co/transformers/model_doc/gpt2.html). It was trained on 12-layer, 768-hidden, 12-heads, 117M parameters. We fine-tuned the model on Wikipedia dataset (https://blog.einstein.ai/the-wikitext-long-term-dependency-language-modeling-dataset/)

Co-training objective: in a casual language model, the next token is conditionally dependent on all previous tokens, which is what the original GPT and GPT-2 model does. In our model, however, we
also want our model to be more conforming to the given prompt without diverting to another topic. To achieve this, we added a feed-forward neural network for each hidden state before deciding the output token. The layer takes as input the concatenation of the original hidden state and the sentence embedding, and output a hidden state of the same size as the original hidden state. The scores of each token are then calculated by multiply it to the vocabulary embedding matrix. Written in terms of equations:

\[ H_1 = W_1 [e_p; h_i] + b_1 \]
\[ H_2 = W_2 \cdot \tanh(H_1) + b_2 \]
\[ \text{Scores} = VH_2 \]

See figure 3 for an illustration. The size of the layer \( H_2 \) is the same as the output hidden state \( h_i \), because in this way, the vocabulary embedding matrix \( V \) can be initialized as the input embedding matrix without any modification. The prompt sentence embedding here is acting as a "shortcut" for the next-token prediction, with the hope that this will force the next token to be more aligned to the given prompt. In the result section, we also compared this architecture with one with linear projection instead of nonlinear layers. And it showed that linear projection could lead to degenerated text.

Correspondingly, we have an enhanced language modeling objective. Aside from the cross-entropy loss for next-token-prediction, there is another loss measuring the coherence and similarity between the generated text and the prompt text. Since we used logistic regression in the previous task to classify if two sentences are from the same topic, a natural choice for this loss is the negative of the logit for that classification model. The total loss can be written as \( L = L_{lm} + \lambda_2 L_{similarity} \). The same as before, \( L_{lm} \) is the casual language model objective with cross-entropy loss, i.e. \( L_{lm} = -\log \exp(x[label]) \sum_i \exp(x[i]) \).

Note that the language model loss \( L_{lm} \) is per-word based and the similarity loss \( L_{similarity} \) is per-sentence based. We calculate the similarity loss after the model generated a complete paragraph. During this step, the only parameters we are training are \( W_1, b_1, W_2, b_2 \). The functional relationship between \( L_{similarity} \) and the parameters are indirect: we have to generate a whole sentence before plugging it into the coherence prediction model. But the text is sampled from a distribution instead of a deterministic relationship with respect to the model parameters. Considering this difficulty, we decided to use a variant of the REINFORCE algorithm [6] to approximate the gradient w.r.t. the parameters. Written in terms of equations:

\[ L_{similarity} = -\mathbb{E} [\sum \text{CrossEntropy} \cdot (R - \bar{R})] \]
\[ \nabla L_{similarity} = -\mathbb{E} [\sum \nabla \text{CrossEntropy} \cdot (R - \bar{R})] \]
\[ R = e^T W_e_p + b \]
\[ \bar{R} = \alpha R_{\text{current}} + (1 - \alpha) R_{\text{previous}} \]

where \( R \) is the reward function calculated for each generated text, and \( \bar{R} \) is a running exponential average of previous rewards with parameter \( \alpha \). The term \( \sum \nabla \text{CrossEntropy} \) is the sum of the cross-entropy loss for each of the generated token. The true labels for this cross-entropy loss is set to be the generated text itself. Finally, we perform stochastic gradient descent with this approximated gradient, using a weighting factor \( \lambda_2 \). The rationale behind this is: if a piece of generated text
received high rewards, meaning a coherent sentence w.r.t. the prompt, we will update the weights such that it generate more sentences like this. And vice versa. Note that the gradient calculation using REINFORCE is noisy and does not converge as quickly as normal gradient descent.

The training procedure involves the following steps:

- Preprocess the dataset. Segment the corpus into pieces of sentences of length about 200 tokens.
- Load GPT-2 model with pretrained weights as well as the trained binary classifier.
- Co-train the language model with a coherence objective: \( L = L_{lm} + \lambda \cdot L_{similarity} \). For each training step, we first train it using casual language model with cross-entropy loss \( L_{lm} \). Secondly, we take the next sentence as the prompt sentence, let the model generate a complete paragraph of text. We then calculate the coherence between the prompt sentence and generated text using our binary classifier. The score is fed into the REINFORCE algorithm to calculate the approximated gradient.

Baselines: Since our tasks are divided into two parts: coherence prediction and text generation, we have different baselines for them. For the coherence prediction problem, we compare sentence embedding approach with cross-attention approach and human evaluation. For text generation, the baseline is the vanilla GPT-2 model without any modification. We are evaluating the consistency of generated text manually to see if there is any jump in topic.

5 Experiments

The training and evaluation are divided into two steps: sentence coherence model and text generation model. Both of them shared the same data set: Wikipedia dataset [12] is applied for training and fine-tuning the model. Currently we trained the model on raw character level dataset WikiText-2.

5.1 Sentence Coherence Model

Data: To train the coherence classification model, we have to randomly choose positive samples and negative samples from the data set. Positive samples come from the same paragraph as the anchor text, negative samples are randomly picked from the entire training set.

Evaluation method: We evaluate the accuracy in percentage on the test set. The accuracy is defined as the number of correctly predicted labels divided by the total number of input pairs (true positive). As describe in the previous section, we will compare the prediction accuracy of the sentence embedding approach with this cross-attention approach. We also compared the results with human performance using 50 sentences, in which 25 of them are positive sample and 25 negative. The human evaluator correctly predicted 46 samples, as well as 3 false positive samples and 1 false negative samples.

Experimental details: In our experiment, hyperparameters are set as follows: weighting factor of the coherence objective is 0.05, the learning rate of Adam optimizer being 5e-5, the adam epsilon being 1e-8, number of training epoch being 4, batch size per GPU/CPU for training/evaluation being 2.

Results: The accuracy results are shown in Table 1 and the training process shown in Fig. 4. We can see that the coherence classification model achieves human-level performance, and the performance is close the cross-attention classifier. Since the accuracy is near 95%, we can assume that the classifier is a good indicator of the coherence between two sentences, and the underlying sentence embedding is a decent summary of its content.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence embedding</td>
<td>94.21</td>
</tr>
<tr>
<td>Cross-attention</td>
<td>94.52</td>
</tr>
<tr>
<td>Human performance</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 1: Accuracy of coherence prediction on the test set
5.2 Text generation model

**Data:** We take random sentences of length 300-500 from the training set to train the language model. As for the auxiliary coherence objective, we take a random piece of text of length 100 tokens from the training set as the prompt sentence, generate a 500-token long passage of text, and then do parameter update using REINFORCE algorithm.

**Evaluation methods:** We will manually check the consistency of the output. An example of text generation output with a prompt input is presented in Fig.1 from which we notice the generated sentences becomes incoherent (the underline part) to the input sentence.

**Experimental details:** hyperparameters are set as follows: weighting factor of the auxiliary objective is 1, the learning rate of Adam optimizer being 5e-5, the adam epsilon being 1e-8, number of training epoch being 4, batch size per GPU/CPU for training/evaluation being 4. The auxiliary objective is active after the second epoch, this is because for the first epoch, the language model is not yet tuned, resulting in an unphysical coherence objective.

**Results:** The training procedure is illustrated in Fig.5 in which the coherence loss is calculated based on Eq.3. Lower value means better consistency. As can be seen, the coherence loss is very noisy, because: (1) the generated text is randomly sampled (2) the REINFORCE algorithm computed a noisy approximation of the gradient. But the general trend indicates that the coherence loss goes down over time. The perplexity value on the validation set converges to 15.

To compare with the original GPT-2 model, we can look at an example of a generated piece of text from our model, using the same input prompt as Fig.1. We argue that the output from our model is significantly more consistent, and more closely aligned to the prompt sentence’s underlying topic. To see more examples and comparison, please refer to the appendix.
6 Analysis

Our language generation model co-trained with an auxiliary coherence objective is able to produce long paragraph of text that is aligned with the underlying topic of the prompt sentence. Pure language models such as GPT-2 will prone to drift off the topic over time. We have tried linear projection and nonlinear transformation of the prompt sentence embedding onto the next word prediction, results indicate that linear transformation often leads to degenerated text with repetitions, whereas nonlinear models have great performance (See appendix for an example). The reinforcement learning loss does not monotonically decrease with time. But over a longer period, the average loss does get lower.

Although the generated text from our model is able to stick to the prompt sentence’s topic, the wording and grammar are sometimes not as natural as the pure GPT-2 language model. We believe this is a price to pay when we force each generated word to align with a given topic.

7 Conclusion

In this work, we have introduced the problem of text incoherence when applying a pure language model to a conditional story-generation problem. We proposed a new conditional language generation model following two steps. The first step involves training a sentence coherence classifier, which also enables us to generate a sentence embedding for each prompt sentence. The second step involves co-training a conditional language model with an auxiliary coherence objective. This new objective is optimized using REINFORCE algorithm. After some experiments, we found out that our model is able to produce long text without diverging from the main topic. However, the wording and grammar are sometimes not as natural as the pure GPT-2 language model. Future work will be focused on how to improve the fluency of the output while still maintaining the coherence between generated text and the prompt.
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A Appendix

In the following, we are going to show the conditional story generated from 3 models: our proposed model, original GPT-2 model, and a model with linear projection from sentence embedding to the output (see experiment section for more details). All 3 examples followed the same prompt sentence, which described a new gaming console called Playstation 5.

Similar to our previous findings, the proposed model is able to generate long passage of text without drifting off the topic, whereas GPT-2 model gradually diverge from the given prompt topic. Linear model does not have a good performance and is prone to stuck in self-repetition.
Input: PS5 (or PlayStation 5) is the next-generation PlayStation, releasing in late 2020. Sony has remained pretty tight-lipped about its next-gen console but the company recently gave us our first official look behind the curtain during its first PS5 reveal event.

Output: PS5 (or PlayStation 5) is the next-generation PlayStation, releasing in late 2020. Sony has remained pretty tight-lipped about its next-gen console but the company recently gave us our first official look behind the curtain during its first PS5 reveal event. There are a lot of new accessories, including the PlayStation Accessories 360 2, PlayStation 360 PlayStation 2, PlayStation 3, PlayStation Vita and PlayStation Vita wireless accessories. The PlayStation 360 and PlayStation 3 are also equipped with a video console capable of 360 - screen compatible wireless connectivity. This is only implemented on the PSP's original DSi gaming controller, but as of 2013, the PlayStation Vita is able to attach to the console. It was later announced that both consoles would be sold in North America, and after a nine - month development period it was announced that PlayStation 2 and PS2 would be shipped in Japan via PlayStation Store.

PlayStation 3 is one of the oldest portable video game consoles out of the past. Featuring two of the key third - generation PlayStation 3 games, the original PlayStation 3 was one of the earliest consoles to operate independently of the Internet in the 19th century. As part of their run on the series, Nintendo, Capcom and Sega designed and produced several arcade games throughout the 20th century, including a " Nintendo DS " game. A third - generation version of the console was first released in the 1990s, but both generations supported the consoles later. With the release of the PlayStation 4, the game platform has changed more and more to support a Japanese version of the PlayStation III and later PS4. All three of the PlayStation 3 PlayStation 4 versions are ported to the Wii, which is another feature that might have been backward - determined at that time, but the ports were still developed prior to the development of the PlayStation 3.

The PlayStation 3 is the main platform for video game video games. Until 2004, the PlayStation 2 was an older, dual - controller PS2 game console. A game variant was developed for the Xbox 360 and Wii, which was released in 2010. It was developed by Namco Media, published by Sony, and was released in two versions that were three times larger than the previous release. These games contained a mechanical controller for actions, the gameplay elements of which could be manually determined by navigating the game mode's graphics cards and a three - dimensional graphic where possible. According to the Nintendo DSi eDS, the gameplay of a PlayStation 2 version was both hard and reasonably difficult. Later games in its franchise, such as Legends of Mortal Kombat and King of the Ring, also had difficulty considering the three - dimensional graphics due to the graphics system's limited dimensions.

Note: Commentation of the version that first appeared in IGN, a two - dimensional model of the PlayStation 2.

The gameplay of the PlayStation 3 is similarly similar to one of the other PlayStation 3 consoles, the PlayStation 2. The graphics are less vibrant than the PlayStation 2, and colors and features are compared to the PlayStation 2's gameplay. However, the two versions in itself are far more enjoyable than the two in its own game. The PlayStation 2's gameplay has the same Game Boy flavor, as are the PS2's versions, with voice actors based on Japanese creators, some of whom had voiced later versions of the games in series. Consuming 10 @ 000 calories from a cook is one of the main fun games available to the player. In its original Game Boy form, the games are watched by over 2 @ 000 people, several of whom like to contribute to the franchise with the various voice roles available to the players. As with other consoles, when the player enters the Game Boy, they may cause injury to the screen when it is damaged; some minor glitches cause some bugs and certain glitches may be eliminated. Throughout the series, the characters and sections of the environment, the camera, and the weapons are reused from games such as Mario & Sonic. In addition to the character sprites, the PlayStation 2 also includes voice actors for other Capcom series characters such as X - Commander, Mega Man & Ace, and DJ Love.

Figure 7: Example of a text generated using our proposed model
Input: PS5 (or PlayStation 5) is the next-generation PlayStation, releasing in late 2020. Sony has remained pretty tight-lipped about its next-gen console but the company recently gave us our first official look behind the curtain during its first PS5 reveal event.

Output: PS5 (or PlayStation 5) is the next-generation PlayStation, releasing in late 2020. Sony has remained pretty tight-lipped about its next-gen console but the company recently gave us our first official look behind the curtain during its first PS5 reveal event. The PlayStation 4 is meant to be a "cross between the Xbox 360, PlayStation 3 and Xbox 360." During the press conference Sony showcased several new features. PlayStation All - Star mode, in which the player controls the entirety of the team, will be available alongside Online Play. Aside from a mode where all four members of the PSN team play together, Sony expects other features to include cooperative multiplayer online component support and higher resolution video.

Various features of the PlayStation 4 were announced during its live event during its reveal event in Japan. Wearers of PlayStation All - Star Mode and Friends Mode received an exclusive emblem from Sony, indicating that they would be appearing at the event in early Summer. Other features in the demo included a multiplayer online battle arena, the ability to play up to six characters, and Sony's ability to stream music from the PlayStation Network via PlayStation Pass. PlayStation All - Star mode was also announced at the 2013 International PlayStation Experience event, during which the player would play characters in front of a live audience of gamers attending the Sony PlayStation All - Star Special presentation in Tokyo. PlayStation Now's smartphone game recognition system was also shown during the show in January 2014. It was expected that Sony will include more features in future games when its next generation of consoles are released, such as PlayStation Move support for its PlayStation Move controllers and support for the Game Boy Advance console's touchscreen. In addition, the PlayStation 2 is slated to support downloadable content in a future game update.

"Chariot of Cerberus" is the seventh episode of the first season of the American science fiction television series The X-Files. It first aired on January 11, 1993 on the Fox network. It is the eighteenth episode overall and the seventy-fifth episode overall. It was written by series creator and executive producer Mark Miller, and directed by series producer Lawrence Thomas.

The episode was created in the summer of 1992 by the producers of the original series and was inspired by discussions about the 2006 film Spyro and the case of Roger Moore, the three murder cases. Miller said that he thought it was "very popular" at the time and "surprising" at the time, and that he was aware that many television series could go to different lengths to make their original series funnier than their licensed creations. It was a "sharply contrast to their current format" and a product of "a couple of editors in a heartbeat." As with most series, the show dealt with detective work, case of Red Dog, and various social issues. The episode received mixed reviews. Many called it a "fantastic episode", while some critics praised the overall plot, and said that it "handles the case fairly well". The episode was among the first to be shown at the Fox network premiere of the second season and the seventy-sixth episode overall.

While making the episode, Miller realized that he wanted to use it in a storyline that "sounded interesting" for the show, to show a middle ground between the rest of The X-Files and the American science fiction television series. Originally, this would have been a storytelling gag, but later in the season, writer Cameron Hellaou decided to expand the idea and cut out the gay references and tell it with less side effects. He wanted to make the new series more of a real-life story rather than a mystery. Initially, the idea was "weird", but Hellaou eventually settled on adding as much humor as possible. The episode aired in the United States on ABC in the United Kingdom on January 11, 1993 and in the United States on February 13, 1993. The episode received a mixed reception from critics. Some people, such as Seth MacFarlane, felt that the episode was an easy flop, and said it was "amateurish". Others, such as ABC television critic John Roos, liked the addition of the "joyfully snarky" character Casterman. Roos noted that

Figure 8: Example of a text generated from the original GPT-2 model. Underlined text shows the portion of text diverging from the given topic
Input: PS5 (or PlayStation 5) is the next-generation PlayStation, releasing in late 2020. Sony has remained pretty tight-lipped about its next-gen console but the company recently gave us our first official look behind the curtain during its first PS5 reveal event.

Output: PS5 (or PlayStation 5) is the next-generation PlayStation, releasing in late 2020. Sony has remained pretty tight-lipped about its next-gen console but the company recently gave us our first official look behind the curtain during its first PS5 reveal event.

The PlayStation 5 arrives in April 2016 in North America, in December in Europe and in Japan on March 29, 2016 in North America. Although the update contains a 4 @ @ 4GB version of the same memory as the original, some of the adjustments are cosmetic. As part of the Microsoft Windows update of the Xbox 360 controller, Microsoft updated the memory controller itself.

While in development, PlayStation Network began functioning on June 5, 2007. During the development process of the PlayStation Network, Microsoft's partners made changes that made accessing PlayStation Network more visible via gestures than via traditional video chat. Although it wasn't immediately clear whether the changes affected the number of possible players on the system, on July 5, 2007, Microsoft announced that there would be no visible "freeze" on the Network.

Sony still owns up to the initial launch of the operating system, as was revealed in a leaked BIOS document. The GameWorks team did initially think about bringing the operating system on the PlayStation Network, but pushed back the company's initial executive search effort, which includes compatibility with various types of PSP and Wii game systems. On August 12, 2007, the organization began seeking out defectors on Microsoft's support forums and in the hope of finding internal changes. During the testing, eight Sony defectors had opted out, one of which was an Rtek rig. On September 4, 2007, one of the defectors left the defectors'support section. On November 8, 2007, the defectors left the PlayStation Network in order to speak with Sony officials about defectors. An individual who asked not to be named disclosed that he worked on several personal projects in addition to the PlayStation 2. On December 7, 2007, two defectors left the support section to speak with Nintendo officials about defectors, one of whom went by the name "Eugene." On January 10, 2008, three defectors left the support section to speak with CEO Kaz Hirano about defectors. On February 7, 2008, on March 7, a fourth defector left the support section, and on April 1, 2008, on May 5, 2008, on June 7, 2008, on June 7, 2008, and on July 10, 2008, on July 10, 2008, on July 13, 2008, on September 14, 2008, on September 14, 2008, and on October 2, 2008. On September 16, 2008, on January 14, 2009, an individual from Finland went on a two-week trip to South Korea, where he was staying with defectors, on January 19, 2009, and on April 2, 2009, after traveling to South Korea by private jet from Japan. On March 31, 2009, on March 31, 2009, a woman with a black dress went on a five-month trip to South Korea with defectors, on March 31, 2009, and was staying with defectors on April 6, 2009. On April 1, 2009, a person from Turkey went on a six-month trip to South Korea with defectors, on April 1, 2009, and was staying with defectors on April 1, 2009. On April 10, 2009, an individual from Azerbaijan went on a five-month trip to South Korea with defectors, on April 10, 2009, and was staying with defectors on April 1, 2009.

Figure 9: Example of a text generation output using a linear model. Notice the repetition in the last paragraph.