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Abstract

Pretrained models like BERT achieves good performance when we fine-tune it to resourceful QA tasks like SQuAD. However, when we apply the model to out-of-domain QA tasks with different question and passage sources, the performance degraded badly. We discovered that the domain change in passage source is the main contributor to worse performance. We investigated ways to improve robustness of pretrained QA systems by experimenting on different optimizers, freezing and re-initializing model layers during training. We found that AdamW is the best optimizer for training on out-of-domain QA datasets, and freezing just the embedding block of DistilBERT improves model performance the most.
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2 Introduction

Large pretrained language models like BERT [1] are proven to have state of the art performance when fine-tuned to question answering tasks with large training data sets (e.g. SQuAD). However, the performance of the model tends to fall off when we try to apply it to question answering tasks in other domains with less available training data. In fact, when we fine-tune DistilBERT on a mixture of high resource and low resource QA tasks, the model performs significantly worse on the QA tasks in the low resource domains.

In addition, previous research shows that fine-tuning pretrained models on low resource tasks involves notable instability [2]. Using different random seeds during fine-tuning could cause the model to have very different performance.

To better understand the impact of domain difference within the same NLP task and causes of instability in low resource learning, we carried out a set of experiments, hoping to find ways to improve our model’s performance on QA task in low resource domains.

We analyzed the impact of question and passage source on generalizing in-domain training to out-of-domain application. We also experimented on different optimizers, freezing and re-initializing DistilBERT layers.

[1]

3 Related Work

Suchin Gururangan et al. [3] observe improvement in performance when they apply domain-adaptive pretraining and task-adaptive pretraining to RoBERT on various NLP tasks. Domain-
adaptive pretraining refers to training the model on texts from the same domain as the target task with the original masked language modeling (MLM) loss. Task-adaptive pretraining refers to training the model on unlabeled texts from the same task domain with MLM loss. NLP datasets are usually created by labeling a subset of data available for the task, so there exist unlabeled texts from the same task domain. The paper also discovers that pretraining the model on texts from an irrelevant domain harms performance for most of the NLP tasks they investigate. Each of the NLP tasks Suchin Gururangan et al. evaluate come from a single domain, but our question answering tasks involves data from multiple domains. We have multiple sources for our passage and question texts. Therefore, we investigated the effect of different data domain on the same NLP task.

Tianyi Zhang et al. investigate the contribution of optimizer, re-initialization of pre-trained layers and number of training epochs on the stability and performance of fine-tuning on small datasets. Specifically, they discover that the bias correction term in Adam optimizer is important for the stability of the model. BERTAdam omits the bias correction step and results in larger variance in performance during different random trials. The difference seems to be insignificant for fine-tuning tasks with large training sets, but only manifests itself when the training dataset is small. This observation inspires us to investigate other optimizers, such as Adadelta and Adagrad. We are curious if the nuances in implementation of these optimizers affect performance in low resource fine-tuning.

According to the empirical results of Tianyi Zhang et al., re-initializing pre-trained layers improves performance for most of the low-resource fine-tuning tasks. The effect appears to be more significant when they down-sample the training dataset to make it even smaller. This empirical finding could be explained by the paper of Jason Yosinski et al. on feature transferability. Jason Yosinski et al. points out that deep neural networks trained on images usually learn general features like color blobs in their early layers and task specific features in layers closer to the output. Therefore, it is reasonable that reinitializing the top layers helps the model learn faster and better for low resource tasks, because it eliminates features biased toward the MLM task in the top layers. For tasks with ample training data, the benefit of reinitialization becomes less obvious since the model has enough data to overwrite the task specific features in the top layers anyway.

In our case, we do have enough data to train our model to the QA task, but limited training data for QA task in the domain we are interested in. Therefore, we are investigating the feature transferability across domains within the same task instead of across different tasks. We are interested in whether we can make the analogous argument that earlier layers of our model learn features general to all language domains, while the top layers learn features more specific to the domain of the training data.

4 Approach

Baseline. We will use the baseline provided by the default final project, which finetunes DistilBERT using AdamW on all training data for 3 epochs.

Optimizers. We will be focusing on three different optimizers: AdamW, AdaGrad and AdaDelta. The pseudo code for each algorithm is displayed in the appendix.

AdamW improves upon Adam optimizer by decoupling the regularization step from the gradient update step. Adagrad is an optimization algorithm that picks up on rare features. It assigns lower learning rate to frequently occurring features and assigns higher learning rate to less frequent features. Adadelta builds on Adagrad and includes learning rate adaptation across time in addition to the learning rate adaptation across features.

We will use the Pytorch implementation for all three optimizers.

Freezing and Re-initialization DistilBERT for question and answering has an embeddings block with 4 layers, 6 transformer blocks, and an output block with a dropout layer.

For the freezing experiments, we will disable gradient calculation for the embedding block and various numbers of transformer blocks. Disabling gradient calculation will stop the model from updating weights in the frozen layers.
For the re-initializing experiments, we will re-initialize the output layer’s weight and bias with xavier uniform distribution and uniform distribution respectively.

5 Experiments

5.1 Data

We will be using the datasets given by the default project handout: SQuAD, NewsQA, Natural Questions, DuoRC, RACE, and RelationExtraction. SQuAD, NewsQA, and Natural Questions are considered the in-domain datasets, whereas DuoRC, RACE, and RelationExtraction are consider the out-of-domain datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Question Source</th>
<th>Passage Source</th>
<th>Train</th>
<th>dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>in-domain datasets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SQuAD</td>
<td>Crowdsourced</td>
<td>Wikipedia</td>
<td>50000</td>
<td>10,507</td>
<td>-</td>
</tr>
<tr>
<td>NewsQA</td>
<td>Crowdsourced</td>
<td>News articles</td>
<td>50000</td>
<td>4,212</td>
<td>-</td>
</tr>
<tr>
<td>Natural Questions</td>
<td>Search logs</td>
<td>Wikipedia</td>
<td>50000</td>
<td>12,836</td>
<td>-</td>
</tr>
<tr>
<td>co-domain datasets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DuoRC</td>
<td>Crowdsourced</td>
<td>Movie reviews</td>
<td>127</td>
<td>126</td>
<td>1248</td>
</tr>
<tr>
<td>RACE</td>
<td>Teachers</td>
<td>Examinations</td>
<td>127</td>
<td>128</td>
<td>419</td>
</tr>
<tr>
<td>RelationExtraction</td>
<td>Synthetic</td>
<td>Wikipedia</td>
<td>127</td>
<td>128</td>
<td>2693</td>
</tr>
</tbody>
</table>

Figure 1: Statistics for datasets used for building the QA system for this project. Table borrowed from the default project handout.

5.2 Evaluation method

We will use the EM score and F1 score to evaluate our model as specified in the default project handout.

5.3 Experimental details

Question and passage domain. We first trained DistilBERT to all in-domain datasets using the same setup as our baseline (optimizing with AdamW for 3 epochs). Then we trained the model to each of the out-of-domain datasets separately for 10 epochs using AdamW.

Optimizer. We trained DistilBERT to the in-domain datasets as described above. Then we tuned the learning rate for each optimizer in roughly multipliers of 3 (e.g. $3e^{-5}, 1e^{-4}, 3e^{-4}...$). We found the best learning rate for AdamW is $3e^{-5}$, the best learning rate for Adagrad is $3e^{-4}$, and the best learning rate for Adadelta is $3e^{-3}$. Using the optimized learning rate, we trained the model on all out-of-domain datasets with each optimizer on 3 different random seeds. We trained the model for 10 epochs because we found that the performance on development set generally peaks and NLL loss plateaus by 10 epochs.

Freezing out-of-domain. Using the best optimizer we found earlier, we experimented on freezing the embeddings block, and 0, 2, 4, 6 transformer blocks of DistilBERT while training to the out-of-domain datasets. We trained the model for 10 epochs for each experiment.

Freezing in-domain. We froze the embedding block and 2 transformer blocks of the DistilBERT model while training on the in-domain datasets using AdamW with learning rate $3e^{-5}$ for 3 epochs. With this model trained on in-domain QA task, we further trained it on the out-of-domain datasets for 10 epochs.
Re-initialization. We re-initialized the output layer’s weight and bias with xavier uniform distribution and uniform distribution while training on the out-of-domain datasets for 10 epochs.

5.4 Results

Question and passage domain. The table below shows the F1 and exact match evaluation of the model when trained to the three out-of-domain datasets separately. The baseline is where we trained our model to all out-of-domain datasets at the same time.

<table>
<thead>
<tr>
<th>dataset</th>
<th>F1</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>RACE</td>
<td>39.60</td>
<td>26.56</td>
</tr>
<tr>
<td>DuoRC</td>
<td>41.62</td>
<td>29.37</td>
</tr>
<tr>
<td>RelationExtraction</td>
<td>73.70</td>
<td>54.69</td>
</tr>
</tbody>
</table>

Optimizer. The table below shows the evaluation on the development set. AdamW seems to be the optimizer that achieves the best result.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>F1</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdamW</td>
<td>50.09</td>
<td>35.08</td>
</tr>
<tr>
<td>Adagrad</td>
<td>49.17</td>
<td>33.77</td>
</tr>
<tr>
<td>Adadelta</td>
<td>49.25</td>
<td>35.34</td>
</tr>
</tbody>
</table>

Freezing and re-initialization. The table below shows evaluation on the dev set. We found that just freezing the embedding block of DistilBERT achieves the best performance, so we evaluate it on the test set. The result is also shown in the table below.

<table>
<thead>
<tr>
<th>(dev set)</th>
<th>F1</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ood-freeze-0</td>
<td>50.45</td>
<td>35.34</td>
</tr>
<tr>
<td>ood-freeze-2</td>
<td>48.65</td>
<td>32.98</td>
</tr>
<tr>
<td>ood-freeze-4</td>
<td>48.62</td>
<td>33.51</td>
</tr>
<tr>
<td>ood-freeze-6</td>
<td>48.76</td>
<td>33.77</td>
</tr>
<tr>
<td>ind-freeze-2</td>
<td>48.47</td>
<td>32.72</td>
</tr>
<tr>
<td>re-init</td>
<td>49.15</td>
<td>34.03</td>
</tr>
</tbody>
</table>

Figure 2: Freezing Different Numbers of Transformer Layers for Out-of-Domain Training. The plots show the exact match and F1 score during training. The shadowy curves show the actual values while the solid curve show the smoothed values.

6 Analysis

Question and passage domain. DuoRC has the same question source with two of the large in-domain datasets. RelationExtraction has the same passage source with two of the in-domain datasets. RACE has different question and passage source from all in-domain datasets. The model performs the best on RelationExtraction QA task after training on the in-domain datasets, and worst on RACE. It seems that both question and passage source affect the performance of the model. The model
seems to benefit most from training on data with same passage source as the target QA task domain. This could be because the passage contributes the most texts to the QA task. Nevertheless, training the model on data with similar question source also helps improve performance.

**Optimizer.**

**Freezing out-of-domain.** Freezing early layers of DistilBERT reduces the number of parameters to train, so we expect it to be more stable and less likely to overfit the training data. In Figure 2, we can see that the randomness in the evaluation scores decreases as we increase the number of transformer blocks we freeze. The curve where we freeze all 6 transformer layers appears to be the most smooth, which is what we expected. However, it doesn’t outperform the baseline. The randomness seems to help it achieve a high peak during the dev set evaluation.

**Freezing in-domain.** We expect freezing early layers during in-domain training to be helpful because early layers might contain features general to all domains. It seems that only freezing the embedding layer helps the model perform better than the baseline.

**Re-initialization.** Re-initialization might help get rid of features biased toward the QA training domain, but it might also lose features helpful for QA tasks in general. From our empirical result, it seems that it doesn’t achieve better performance than the baseline. Therefore, losing features for QA tasks outweights the benefit of removing domain bias.

7 Conclusion

We found out that the passage source domain is an important factor on how well in-domain learning can transfer to out-of-domain application for QA tasks. If we could find more training data with the same passage source as our targeted QA domain, then it would help improve the performance of our model on the targeted QA task.

We also discovered that out of all the freezing and re-initialization experiments, freezing just the embedding block achieves the best performance.

We spent a long time experimenting on freezing transformer layers when training on in-domain datasets, but later discovered a bug in the code so we had to redo most of our experiments. Yet we didn’t have enough time to carry out all experiments we intended to do. If we have more time or computing resources in the future, we would experiment on freezing different numbers of transformer layers during in-domain QA task training. We might also try conducting the out-of-domain freezing and re-initialization experiments after freezing different numbers of layers during in-domain training.

We would also run all experiments on multiple random seeds for stability analysis in the future. There results we reported could be largely affected by the random seed we used, and we might achieve different results for different random seeds.
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**Figure 2: Pseudo code for AdamW, Adagrad and Adadelta.** Figures reproduced from [5], [6], [7]
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