Natural Language Processing
with Deep Learning

CS224N/LiIng284

P

John Hewitt
Lecture 17: Model Analysis and Explanation



Course logistics

1. Guest lecture reactions

1. [updated] All due on Friday, March 12 at 11:59PMREgIfic.
2. Final project report

1. Duedateis Tuesday, March 16 at 4:30 PM-B&cific

2. Harddeadline with late days, neubmissionsccepted after Friday, March 19 4:30
USPacific.

3.L0Qa 0KS SYR A0UNBUIOKH ¢KFEyla F2NJIff
final days!
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Lecture Plan

1. Motivating model analysis and explanation
2. One model at multiple levels of abstraction

3. Out-of-domain evaluation sets
1. Testingfor linguisticknowledge
2. Testingfor task heuristics
4. Influence studies and adversarial examples
1. What part of my input led tohis answer?
2. How could I minimally modify this input to change the answer?
5. Analyzing representations
1. / 2NNBtFO0A2Y AY AGAYUOSNLIINBOlFIof Sé Y2ZRSt 02 YL
2. Probing studiessupervised analysis
6. Revisiting model ablations as analysis




THIS 15 YOUR MACHINE LEARNING SYSTETM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF UNEAR ALGEBRA, THEN (OLLECT
THE ANSLJERS ON THE CTHER SIDE.

WHAT I THE ANSLIERS ARE LJRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.

https://xkcd.com/1838/



Motivation: what are our models doing?

Your final
project model

output

Input ‘ PU
- prediction

sentence

Accuracy: %

Fig 1 A black box

We summarize our models with one (or a handful) of accuracies metric numbers.
I What do they learn? Why do they succeed and fail?
)



Pa

Motivation: K2 ¢ R2 6S YI 1S (2Y2 NJ\LEéI

J/L J /L

¢ 2RI & Qaus¥edpest a4y ¢ 2Y2NNER ¢ Qtake WHARR S f &
UKFUO @2NJ] Z o0dzi I NBY QiorkddhdNikdsvlei needs changing

Understandindhow farwe can get with incremental improvements on current methods is
3 crucial to the eventual development of major improvements.



Motivation: what biases are built into my model? I

Man is to computer Wor::l2\{ec
programmer as analogies » homemaker

Fig 1 A black box

What did the model use in its decision?
I What biases did it learn and possibly worsen?
,

[Bolukbaset al., 2016



https://arxiv.org/pdf/1607.06520.pdf

Motivation: how do we make the next 25 years of models?

What can be learned via What will replace the
language model pretraining? Transformer?

L S —

WhatO | & (i
learned via language
model pretraining?

What does deefearning
struggle to do?

Howare our modelsaffecting What do neural models tell us

people,andtransferringpower? about language?
I 8




Model analysis at varying levels of abstraction

There is avide variety of ways to analyze modelspne is
perfect or provides total clarity.

To start, at what level adbstractiondo you want to reason
about your model?

1. Your neural model as a probability distribution and r] ((doo
decision function

2. Your neural model as a sequence of vectol-2Y®" 2
representations in depth and time Layer 1

3. Parameter weights, specific mechanisms like attention,
dropout, +++




Outline

1.
2.

3. Out-of-domain evaluation sets
1. Testingfor linguisticknowledge
2. Testingfor task heuristics
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Model evaluation as model analysis

When looking at thddehavior2 ¥ | Y2 RSt X ¢ S QNI mgcRadismiHe modéig y OS N
using.Wewantto askhow does model behave in situations of interest?

A 2dzQ@S GNI Ay SR @& 2 dzNAhy 2o soe/distilitsrs & I YLX S &
A How does the model behave on samples from the same distribution?

A Akain-domainor i.i.d. (independently and identically distributed)

A Thisis your test setaccuracy F1/ BLEU

Model A € Model B
Accuracy95% Accuracy92%

[Also, both models seem pretty good?]

11




Model evaluation as model analysisnatural language inference I

Recall thenatural language inferencéask, as encoded in the MUliLI dataset.

Premise
&= LMJF=< F< K9O ( GF Entailment
sleeping in hishalf = F L /
Model A Neutral
Accuracy95%
Hypothesis Contradiction

U&= K9O (GF O9K 9KD==HA

[Likely to get the right answer, since the accuracy is 95%7?]
I 12

[Williams et al.201§



https://cims.nyu.edu/~sbowman/multinli/paper.pdf

Model evaluation as model analysisnatural language inference

What if our model is using simpleeuristicsto getgoodaccuracy?
A diagnostic test sets carefully constructed to tesor a specific skill or capacity of your neural model.

For exampleHANS (Heuristic Analysis for NLI Systems) tests syntactic heuristics in NLI

Heuristic Definition Example

Lexical overlap Assume that a premise entails all hypothe- The doctor was paid by the actor.
ses constructed from words in the premise = ———— The doctor paid the actor.

WRONG
Subsequence Assume that a premise entails all of its The doctor near the actor danced.
contiguous subsequences. ———— The actor danced.
WRONG
Constituent Assume that a premise entails all complete If the artist slept, the actor ran.
subtrees in its parse tree. ————— The artist slept.
WRONG

13 [McCoy et al.2019



https://arxiv.org/pdf/1902.01007.pdf

HANS model analysismatural language inference

100% A
75% A
McCoy et al., 2019 took 4 strong MNLI models, 9
. . . .. 5 50%
with the following accuracies on thagiginal 8
test set (inrdomain) 25% 1
0% A !
Qv@@ V\y\ &
Lexical overlap Subsequence Constituent
100% A
Evaluating on HANS, where syntactic 75% - m
heursitcswork, accuracy is high! sl i irmee i 5
S o%-
_ o _ §100% -
Butwhere syntacticheuristicsfail, accuracy < 7% S
1 2 50% t------=======-{ pm--mm-mmemmm-eo Fmmmmmmmmmm o ‘;,"
isveryveryt 2 g X e 5
0% 1= - = =

=
Qg‘-‘
14 [McCoy et al.2019



https://arxiv.org/pdf/1902.01007.pdf

dels as linguistic test subjects

umans
A How do we understand language behavior in humans?
A One methodminimal pairsp 2 K & &d2dzyRa ad21Feé&é¢ G2 | &aLISI ] S

The chef who made the pizzasis héted ! OOSLIiI | 0 f S¢§
The chef who made the pizzasehered ! Yy OOSLII I 6 f S¢€

ldea: English pagense verbsagree in numbewith their subjects

agrgg_i__r?__r)_umber """""""""" S [
The chef who made the pizzas The k made
are who pizzas
the

15 [Linzeret al.,2016 Fig fromManning et al., 202



https://tallinzen.net/media/papers/linzen_dupoux_goldberg_2016_tacl.pdf
https://www.pnas.org/content/pnas/117/48/30046.full.pdf

Language models as linguistic test subjects

A2KFiQa GKS fFy3dz3S Y2RSt Iyl t23dz2S 2F | OOS
The chef who made the pizzasis heted ! OOSLIi | 6t S¢€
The chef who made the pizzasehered a ! y I OOSLIi | 6t S¢€

A Assign higher probability to the acceptable sentence in the minimal pair
P(The chef who made the pizzas is h¢re P{he chef who made the pizzase here)

A Just like in HANS, we can develdpst set with carefully chosen properties
Al LISOATAOFtEteyY OFy I y3dz 3 S-verbaRdement? KI YRt S«
A 0 Attractors: Thehefis here.
A 1 Attractor: The chef who made th@zzads here.

A 2 Attractors: The chef who made thézzasand prepped thengredientsis here.
A X

16 [Linzenet al.,2014



https://tallinzen.net/media/papers/linzen_dupoux_goldberg_2016_tacl.pdf

Language models as linguistic test subjects

A Kuncoroet al., 2018 train an LSTM language model on a small set of Wikipedia text.
A They evaluate ibnlyon sentences with specific numbers of agreement attractors.
A Numbers in this table: accuracy at predicting the correct number for the verb

4 attractors: harder,

Zero attractors: EasK __~ but models still do
n=0 | n=1 | n=2 | n= n=4 pretty well
Random 50.0 | 50.0 | 50.0 | 50.0 50.0
Majority 32.0 | 32.0 | 32.0 | 32.0 | 32.0
Our LSTM, H=50 24 | 8.0 | 15.7 | 26.1 | 34.65
Our LSTM, H=150 1.5 4.5 90 | 14.3 17.6
Our LSTM, H=250 14| 3.3 59| 9.7 | 139
Our LSTM, H=350 1.3 3.0 | 57| 9.7 | 138
/

The larger LSTMs learn subject

17 verb agreement better! [Kuncoroet al., 2016



https://www.aclweb.org/anthology/P18-1132.pdf

Language models as linguistic test subjects I

Sample test examples for subjeatrb agreement with attractors that a model got wrong

Theshipthat the player drivefiasa very high speed.
Theshipthat the player driveiavea very high speed.

Theleadis also rather long; 5 paragrapispretty lengthy X
Theleadis also rather long; 5 paragrapase pretty lengthyX

I 18 [Linzenet al.,2014



https://tallinzen.net/media/papers/linzen_dupoux_goldberg_2016_tacl.pdf

Carefultest setsasunit test suites:CheckListig

A{lYlILff OFNBTdA GSad asia azdzyR fA1SX dzyAld S
A Minimumfunctionalitytests:small test sets that target a specific behavior.

Test case Expected Predicted Pass?
Q Testing Negation with MFT Labels: negative, positive, neutral
Template: I {NEGATION} {POS VERB} the {THING}.
| can’t say | recommend the food. neg POS X
| didn’t love the flight. neg neutral X

Failure rate = 76.4%

A Ribeiro et al., 2028howed ML engineers working on a sentiment analysis prodactinterface
with categories of linguistic capabilities and types of tests.

A Theengineersound a bunchof bugs (categories of high error) through this method!

19 [Ribeiro et al.202q



https://arxiv.org/pdf/2005.04118.pdf

Fittingthe datasetvslearningthe task I

Across a wide range of tasks, high model accuracy on tlermain
test set does not imply the model will also do well on other,
a NB | & 2 v lofadongaih exanojzies.

One way to think about this: models seem to be learning the
dataset(like MNLI) not the¢ask (like how humans can perform
natural language inference).

I 20 [Ribeiro et al.202q



https://arxiv.org/pdf/2005.04118.pdf

Knowledge evaluation as model analysis

A What has a language model learned from pretraining?

A Last week, we saw one way of accessing some of the knowledge in the model by providing it wit
prompts.

A Thisfits into the set of behavioralstudiesg S Q98eh so far!

“Dante was born in [MASK].”
>~ AV 2

Neural LM Pl
Memory Access S

LM

e.g. ELMo/BERT

21 [Petroniet al., 2020



https://arxiv.org/pdf/1909.01066.pdf

Outline

1.
2.

4. Influence studies and adversarial examples
1. What part of my input led tohis answer?
2. How could I minimally modify this input to change the answer?

S.

22




Input influence: does my mod&

A We motivated LSTM language

3.0

models through their

theoretical ability to use long 2

distance context to make 250

predictions. But how long really =

IS the long shorterm memory? At
AYKIFIYRStglt Si I-fCD_O5

shuffle or remove all contexts |

farther than™Qwords away for 0.0

multiple values ofQand see at Sicta

which'Qi KS Y2 RSt Qa LJIN..

start to get worse!

Loss is averaged across many

examples.
23

rallyuse longdistance context?

——e— Shuffle entire context
—f— Reverse entire context
—4— Replace context with random sequence

—a
100 200
t (hnumber of tokens)

1

5
nce of perturbation from tar

. WA VY

10 1520 30/ 50

hJU‘.

History farther than 50 words
away treated as a bag of words.

[Khandelwal et al., 2018



https://arxiv.org/pdf/1805.04623.pdf

Predictionexplanations: what in the input led to this output?

A For a single example, what parts of the input led to the observed prediction?

A Saliencymap¥ I a02NB F2NJ SI OK AyLlzi ¢62NR AYRAOI
Simple Gradients Visualization Mas.k_l. SRS
47.1% nurse
See saliency map interpretations generated by visualizing the gradient. 9 A
Saliency Map: doctor
mother
[CLS] The [MASK] rushed to the emergency room to see her patient . [SEP] 3.0% girl

A Inthe aboveexample BERTsanalyzedandinterpretableg 2 NRa &aSSY 2 O2ydN
predictions (right).

24 [Simonyaret al., 2014 Wallace et al., 201p



https://arxiv.org/pdf/1312.6034.pdf
https://arxiv.org/pdf/1909.09251.pdf

Predictionexplanations: simple saliency maps

Al2¢g R2 ¢S YIS I alrftASyoOeé YILK alyeée glea G2
A Simple gradient method:
ForwordsoMBhow ' YR (KS Y2RStQa a02NB Goiu , 3AJSY
take the norm of the gradient of the scover.t. each word:

OAl HA)J A®h | (0B h)s

ldea:high gradientnorm means changinthat word (locally) would affect the score a lot

High Low saliency
Loss salienc —_——
word space

25 [Li et al., 201pSimonyaret al., 2014Wallace et al., 201P



https://arxiv.org/pdf/1506.01066.pdf
https://arxiv.org/pdf/1312.6034.pdf
https://arxiv.org/pdf/1909.09251.pdf

Predictionexplanations: simple saliency maps

A
A

Not a perfect method for saliency; many more methods have been proposed.
Oneissue:linearapproximation mayot hold well!

[ 26 a4l tASYyOé | OO2NRAY 3
Loss move a little more and the loss skyrockets!

I word space
_
26 [Li et al., 201pSimonyaret al., 2014Wallace et al., 201P



https://arxiv.org/pdf/1506.01066.pdf
https://arxiv.org/pdf/1312.6034.pdf
https://arxiv.org/pdf/1909.09251.pdf

Explanation by input reduction

What is the smallest part of the input | could keep and still get the same answer?
Anexamplefrom SQUAD

Passage: In 1899, John Jacob Astor IV invested
$100,000 for Tesla to further develop and
produce a new lighting system. Instead, Tesla
used the money to fund hiSolorado Springs

experiments [prediction]

Original Question:2 K 4§ RAR ¢Safl ALISYR ! aid2NXQa

Reduced Questiondid

In this example, the model had confidence 0.78 for the original question, and the
same answer at confidende91for the reduced question!

[Feng et al., 2078



https://arxiv.org/pdf/1804.07781.pdf

A method for explanation by input reduction

|ldea:run an input saliency method. Iteratively remove the most unimportant words.

Passage:

The Panthers used the San Jose State practice

facility and stayed at the San Jose Marriott.

The Broncos practiced &tanford University [prediction]
and stayed at the Santa Clara Marriott.

Original Question: Where did the Broncos practice for the Super Bowl ?

Steps oinput
reduction

28

Where did the practice for the Super Bowl ? Note: b -
Where did practice for the Super Bowl ? 1[ (o)IE.I eam search 1o
here did practice the Super Bowl ? ind k least Important
W : P : P ' words is an important
Where did practice the Super ? addition]

Where did practice Super ?

did practice Super Only here did the model
P P 7\ stop being confident in

the answer [Feng et al., 2018



https://arxiv.org/pdf/1804.07781.pdf

Analyzing models by breaking them

ldea:Can we break models by making seemingly innocuous changes to the input?

Passage: Peyton manning became the first quarterback ever
to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to
play in a Super Bowl at age 39. The past record wa
held byJohn Elwaywho led the Broncos to victory
AY {dzLJSNJ . 2¢f - - - LLL FO I3S oyX

gprediction]

Question: What was the name of the quarterback  L00ks good!
who was 38 in Super Bowl XXXIII?

29 [Jia et al., 2017



https://arxiv.org/pdf/1707.07328.pdf

Analyzing models by breaking them

ldea:Can we break models by making seemingly innocuous changes to the input?

Passage: Peyton manning became the first quarterback ever
to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to .
play in a Super Bowl at age 39. The past record Wagpredlctlon]
held by John Elway, who led the Broncos to victory
AY {dzLISNJ . 2 g f Quarerbdckidff G F 3S oy X
Deanhad jersey number 37 in Champ Bowl XXXIV.

Question: What was the name of the quarterback
who was 38 in Super Bowl XXXIII?

S A4Sy GSyOS Ay 2N}ry3aS KFayQid OKIFIYy3ISR (GKS Iy
SSya tA1S GKS Y2RSt gFayQi LISNF2NNXAY3I | dzS
30 [Jia et al., 2017



https://arxiv.org/pdf/1707.07328.pdf

Analyzing models by breaking them

ldea:Canwe breakmodelsby making seemingly innocuous changes to the input?

31

¢KAAd Y2RSf Qa
predictions look good!

This typo is annoying, but a reasonable
human might ignore it.

Changingvhatto A Z Sshould never
change the answer!

[Ribeiro et al.201§



https://www.aclweb.org/anthology/P18-1079.pdf

