
Assign/bakeoff 3 overview

Christopher Potts
CS224u: Natural Language Understanding



2



3



The ReCOGS task

Input:  A rose was helped by a dog .
Output: rose ( 53 ) ; dog ( 38 ) ; help ( 7 ) AND theme 
( 7 , 53 ) AND agent ( 7 , 38 )

Input: The sailor dusted a boy .
Output: * sailor ( 48 ) ; boy ( 53 ) ; dust ( 10 ) AND 
agent ( 10 , 48 ) AND theme ( 10 , 53 )
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COGS and ReCOGS

COGS is the original. ReCOGS reworks COGS to focus on purely 
semantic phenomena (rather than incidental details of LFs).

Input: The sailor saw Emma .
ReCOGS: * sailor ( 48 ) ; Emma ( 53 ) ; see ( 10 ) AND 
agent ( 10 , 48 ) AND theme ( 10 , 53 )
COGS: * sailor ( x _ 1 ) ; see . agent ( x _ 2 , x _ 1 ) AND 
see . theme ( x _ 2 , Emma )
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ReCOGS splits

• Train: 135,546 input/output pairs
• Dev: 3K input/output pairs like those in Train
• Gen: 21K examples in 21 categories – novel combinations of 

familiar elements
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Gen split examples
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Category Train Gen

subj_to_obj_proper

Lina gave the bottle to John. A cat rolled Lina.

Lina ( 1 ) ; John ( 7 ) ; 
* bottle ( 3 ) ; 
give ( 47 ) AND  
agent (47 , 1 ) AND 
theme ( 47 , 3 ) AND 
recipient ( 47 , 7 )

Lina ( 3 ) ; cat( 45 ) ;  
roll( 9 ) AND  agent ( 9  , 
45) AND theme ( 9 , 3 )

prim_to_subj Bella Bella baked the cake

cp_recursion
Emma said that Noah knew that 
the cat danced.

Emma said that Noah knew that 
Lucas saw that the cat danced.



Question 1: Proper names & their semantic roles
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Task 1: Pattern-based analysis function Task 2: Finding challenging names

Spoilers: Charlie is only a theme in train, only an agent in gen; 
Lina is only an agent in train, only a theme in gen



Modeling interlude
1. Hugging Face PreTrainedTokenizerFast

2. PyTorch Dataset

3. EncoderDecoderModel.from_pretrained("ReCOGS/ReCOGS-model")

4. RecogsLoss(nn.Module)

5. RecogsModule(nn.Module)

6. RecogsModel(TorchModelBase)  # Main interface. No need to worry 
# about 1–5 if you are not training

 # models for your original system.
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Question 2: Exploring predictions
For this question, you just use the trained ReCOGS model to 
continue your analysis from Question 1. 
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You will discover that the model struggles the most with proper 
names in unfamiliar positions.



A note about ReCOGS assessment
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Question 3: A basic in-context learning approach
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Question 4: Original systems

For your original system, you can do anything at all. The only constraint:

You cannot train your system on any examples from 
dataset["gen"], nor can the output representations from 
those examples be included in any prompts used for 
in-context learning.
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Original system ideas

• DSP program
• Further training of our 

model
• Using a pretrained 

model
• Training from scratch
• Symbolic solver?
• …
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Bakeoff
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You cannot train your system on any examples from dataset["gen"], 
nor can the output representations from those examples be included 
in any prompts used for in-context learning.


