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1 Introduction

There is no doubt that recommendation systems have become increasingly relevant
in the modern consumer economy. Two main problems, however, exist in the
construction of such systems: handling sparse user data, as noted by Shams and
Haratizadeh [5], and a need for implicitly derived information, as recognized by
McAuley and Leskovec [3]. To overcome the issue of sparse data, several past
solutions have proposed neighbor-based collaborative filtering methods in which
users and items are represented as a bipartite graph with links between users and
items rated, which is then used to make recommendations. Others have sought to
extract implicit information from data such as user reviews [3]. Combining the
two strategies, we use the Amazon Product Dataset to construct a graph-based
recommendation system supplemented by implicit information garnered from user
reviews, ratings, and characteristics of their graph structure. The problem we aim to
solve is to recommend an Amazon product that a target user will like, given a user
profile of products bought and the corresponding review metadata of these products.

2 Related Work

2.1 Network-based recommendation algorithms: A review

Yu et al. surveys various network-based recommendation systems and outline differ-
ences between them, the impact of these differences, and their performance on three
datasets. The authors further discuss the implications of time on recommendation
systems; the ideal case, reflecting practical use cases, is to predict the most recent
links based on past links rather than removing a random subset of the graph to predict
back. We pursue this direction in our project by splitting our data into train and test
by time, where edges before a certain year are in train, and the test set to predict are
edges after that year.




































