CS234: Reinforcement Learning — Problem Session #5

Spring 2023-2024

Problem 1

Consider an infinite-horizon, discounted MDP M = (S, A, R, T,v). Define the maximal reward Ryax =

( r§1a§< AR(s,a). Consider a second MDP M = (S, AR, T, v) and define the constant Vyax = Rffiﬁyx.
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We will use subscripts to distinguish between arbitrary value functions Vaq and Vi; of MDPs M and M\7
respectively. Suppose we have two constants €1, > 0 such that
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For any policy 7 : § — A, show that
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