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Announcements 

For next class (Thursday 11/20)

1. Read: Efficient Memory Management for Large Language Model Serving with Paged Attention

2. Submit answers to reading questions (see course schedule) before class

https://web.stanford.edu/class/cs240/readings/vllm.pdf
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Paper 

● Salus: Fine-Grained GPU Sharing Primitives for Deep Learning Applications
○ 2020 MLSys - Third Conference on Machine Learning and Systems
○ Early systems paper GPUs as OS I/O devices doing machine learning workloads

https://web.stanford.edu/class/cs240/readings/salus.pdf
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Streams
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Context switch overheads: CPUs vs GPUs



OS
Nvidia Device Driver

TensorFlow library

Python App with TF calls

GPU Device

Nvidia Cuda libraries 
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Deep Learning Training Job



CS240 Lecture Notes Fall 2025

Deep Learning Interference
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Head of line (HOL) blocking?
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Can multiple jobs fit in device memory?
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Salus memory management classifications

● How does Salus tell which are temporary allocations?
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Lanes

● What is the Lane relationship with CUDA streams?
● What type of allocations goes into Lanes?
● How is defragmentation handled?
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Salus 
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Explain code at lines 2, 6, 11.

Explain safety condition:
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