A General Perspective on
Graph Neural Networks




Recap: Graph Neural Networks

Graph Regularization, Graph
convolutions e.g., dropout convolutions
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Output: Node embeddings.
Also, we can embed subgraphs,

graphs
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Recap: Graph Neural Networks
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Determine node Propagate and
computation graph transform information

Learn how to propagate information across the
graph to compute node features
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Recap: Aggregate from Neighbors

Intuition: Nodes aggregate information from
their neighbors using neural networks
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Recap: Aggregate Neighbors

Intuition: Network neighborhood defines a
computation graph

Every node defines a computation
graph based on its neighborhood!
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