
CS250/4-386 - LECTURED- LISTDECODING !
TODAY 'S OCTOPUS FACT

AGENDA After a female octopus lays her eggs,
- she guards them - without leaving even

to eat - until they hatch .
for many

⑧ RECAP on SHANNON'STHM species this takes 2-10 months , but
- one

⑦ LISTDECODING octopus was seen guarding her eggs for %aa.ae

② LIST DECODING CAPACITY
over burgers ! Unfortunately for mom, ftp..IE?a7fu7oo.she dies soon after her eggs hatch .

③ JOHNSON BOUND (But she does outlive her mate, who dies o°

shortly after fertilization) . £§y
Cg

⑦ The story So far : last time we had this graph .
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- If the errors are

random

÷:*:*:#
P which we thinkof as 28

.

so 'm'iwhweinhereif
the errors are worst-case

.
(

gone.am , gene yw
,if we want to do it efficiently .

Worst-case errors
.

That is
,
if I want to handle random errors

,
Ican handle WAY MORE

than if the errors were adversarial .



As
gso ,

the picture looks similar :

R , I

JOIE
: we only stated Shannon 's

Thm for the Bscp , but it¥÷?thm ; also Hammingbdl ' dsofwd.gg?ayfrqmlmmen.o8?nan9nd..g*
Best g-dry codes ✓ Best codes fora p -fraction of random

Arap-fraction
% errors live here

.

With 1-Hglp) instead

of worst-case# of 1 - Hdp) .
errors live P -
here (t) ( t- 'tf ) I * The

g-any symmetric channel

qsclp ) is given by
:

Xuethis really big gap for low -rate codes.
/M""Yi¥:

Almost 1001. of random errors is cool, but 50%

adversarialerrors is not cool
.

WHY IS THERE SUCH A BIG DIFFERENCE ?

Here is a geometric explanation :

%O÷=..•yg④ . Suppose c is the
"

correct
" codeword

,

i
.

.
.

and there is > 812 error
.

i

.

.

:@
z

. If the errors are adversarial
,
the adversary

isis::c:i%%:::h::c:'m:*:n::
just as likely as y , and in fact c still is the

closest codeword to z .

So thatwould be fine!

Yossi:iin:c :: :&:c::p:.ms#eaioitoe.m.as:
'

µc⑤÷÷:If'swaymore
I

am":%hu③



Question for today :

How can we take advantage of this intuition in the worst-case model ?

*.①!oc④
• Suppose we received y , and we know there was a p

-fraction
of adversarial errors .

• Then
y may

have originated from any codeword in the
shaded circle : either c or c ' .

• If we have the intuition (frombefore ) that
"most ofthe mass is

in the in -between spaces
"

then thereshould not be that many
codewords in the shaded circle : mostly it just captures empty space.

This discussion motivates LIST DECODING .

Wemay not know which of c ,c
'
was the right answer, but at

least we have a pretty short list .



① LIST DECODING
-

. DEI. A code CEC
"

is (p ,
L ) - LIST- DECODABLE if Hye En,|l{ceC:skykp3|

So if C is Cp ,4- list - deadable and there area p
- fraction of

adversarial errors
,
we can narrow down the possibilities to L

possiblemessages.sn
.

÷÷Et÷÷÷÷fggy.wmemw.am#,.ngg,,,..,mop,,,,..,,.gI
Why might this be a good thing?

• In communication
,
if Bob can get some side information and/or use

some crypto assumptions , he can narrow the list down .
④

.

. guqinaway. Better
ATTACK!

• We see
many

other applications later. t
×

Nonetheless
,
this is obviously only interesting in his small .

B"

So the

question| WHAT ISTHEBEST TRADE-OFF BETWEEN R , p, L ?
-



② LIST-DECODING CAPACITY THEOREM

-

TAM ( list-decoding capacity) Let
q>
2
,
O 'pet -kg ,

so
.

Then :

I :÷÷÷÷÷÷:÷÷÷÷:÷÷÷÷÷÷i::::::::
This should look very familiar

! Just like Shannon 's tumor the BSC !
I

p (sketch)

f) Usearandom code ! Let Enc :[
''
→I be completely random .

fix A. E Ek
,
Ali Ltl

,

and picky c- En
.

f.i:÷÷÷÷::::÷::÷i: ÷:::::::::/⇐ gklltlltn
- rill- Hglplkltl )

ChooseR.-Htqlpl -e
y gn

[Htt-Hglpl)-htt ) t 't]

= gn
( t- ElHH)

=

q
-rn

if Lunik .

So then E- Im (ENC) is (p ,L) list decodeble Whp . ctd
.



Pf. Ctd .
-

K)
'

Suppose we have a code C that has rate Rst -Hglplte .
We need to show F

y sit . I e n Bglp , y l l is large .

IDEA : Pick arandom Y .

For a fixed Ce C , we
have/ :::*::::÷.::::÷÷::"""" /If I ch Blp .gl/--EetEIfeBlp.yl)

3 ICI .
g
- nH - Help))

asSm .

=

of
k -nH - Help) )

onRJ

z

q
n H - HqlpHE t - n l l- Hqlp))

which is what we claimed ? 8
"

Ba
-

Thus
,
LIST-DECODING gives us aworst-case way to achieve R

- I - Hglp) !

But as usual we have some questions .

1
. Efficient Algorithms ?
2
. Explicit constructions ?
3

.
Small alphabet sizes?



-

ASIDE :

ATGORITHMIC LIST -DECODING

There's been lots of progress,
but still there aremany open questions .

-

fair:&: III.Fist.aaiocapaats

i÷÷÷÷÷±"÷i÷÷÷÷÷i÷
By now we can get :

• Explicit constructions over constant -sized alphabet and constant list sizes

and efficient algorithms .

[Ko

?
party , RonZewi, Saraf , W . 2019]

[ Guo , Ron.-Zewi , 2021]

Still Open :

:¥÷j::&
"

-

'

own:3:
' 'Elen"II.

'e'¥! it constructions ! /
'

Let's start trying to answer Questions 1 and 2
.

first try :

We have codes with good distance!
Isn't that enough?



③ JOHNSON BOUND

Suppose we have a code with good pairwise distance .
That should say

SOMETHING about list-decoding , right ?

-

THM (JOHNSON BOUND)

t:::: in ...... /
If p a Jg ( 8) , then C is (p , g

- f - n' ) - LIST-DEADABLE .

-

Therearemany different versions of the Johnson bound .

You 'll prove one on your
homework

For a few more, check out
' '

EXTENSIONS to the JOHNSON BOUND
"

(Guruswami ,Sudan , 204)
which is posted on the website .

In class
,
let's just try to understand the statement . That Jg(s) term is GROSS !

Let's start with g
-

- 2
.
How does the JB compare to capacity ?

LIST- DECODING CAPACITY THM JOHNSON BOUND

÷i: . ÷÷÷÷÷÷÷÷÷.÷÷:is lp , L) - list - deadable for
reasonable L



An order to compare these we need some way to compare Rand S .

Since this is a positive result Eta code sti . . ) , let's use theGV bound .

So for any
d
,
we know there 3- a code of rule R-- I -Half) anddist . S .
-

With this
,
we have : aka s - Hi

'

II- R)

LIST- DECODING CAPACITY THM JOHNSON BOUND

ii: . ÷÷÷i÷÷÷÷÷÷÷:'is lp , L) - list - deadable for
reasonable L

t.TT/If p s Ef 1
- ft -

then there exists a code of rateRfthatislp.4-list-decodable.GS
owing for p gives : Re l

- Hakph -D)

We can plot these two trade -offs :

R
1-

So theJohnson Bound is WORSE than

÷:::
" '÷÷÷÷÷÷÷:*::*::.

Xp"
4 42



And now we can do the same exercise for large af
.

When g is really big , Jg (Sl -
- H - "g) ( t - ref, I - I -Ff

Moreover
,

I-HqCp) - t-p .

Again , we need some way to convert 8 to R so let's usethe SINGLETON BOUND

and set 12=1 - S in the Johnson Bound .

LIST- DECODING CAPACITY THM JOHNSON BOUND

ie÷÷ . ÷÷÷::÷÷:÷i÷÷reasonable L
-

ttf pet - TE Kaka
,
Rs U-PT )

,

there exists a code of rate R that isftp.4-list-decodableforreasonab#
Now

,
the picture looks like :

R "

y
-

IN BOTH CASES (g-2, g→a ) ,
the Johnson bound establishes

that codes with good distanceI ÷:
. ÷:÷÷:÷÷÷÷÷:÷ .
#p

'k 1 However
,
the trade -off that we get

"
Really 1- ' 'g - 1 isn't quite as good as list - decoding

capacity .



QUESTIONS to PONDER

① What does the Johnson bound say about RS codes ?

y
a non

-vacuous statement ofthe form

② Is it possible to prove that any code with goodenough
distance ache ives list -decoding capacity ?

③ Today wewaved our hands about the connection between
list - decoding and the Shannon model . Can you make

this connection less hand -wavey?


