
CS 2501 EE387 - LECTURE 12 - LIST RECOVERY
TODAY 'S OCTOPUS FACT

"

Octopus
"

comes fromthe Greek

AGENDA_ O'ktw (eight) and TTOU's ( foot ),
and the Greek plural would be

Actually, I think you'll find
"

octopods ! The traditionally① LIST - RECOVERY {uumufMt÷oa? accepted English plural is
"

octopuses .
"

② APPLICATIONS ! It's tempting to pluralize it as
"

Oclopi! but that is not generally
- Subhnear- time GroupTesting (HW ) accepted since

"

octopus
"

in Latin -

- Applications to list - DECODING . . .

Intf since it came from the Greek - actually isn'tIt a second - declension noun .

- Heavy hitters, twoways. All this has led to an amazing example of
being stuck up about grammar while

- Cute approach to IP- traceback . simultaneously shaming peoplewho are too
stuck up about grammar : Towler's

Modern English Usage says that the
only acceptable plural is

"

octopuses,
"

Recall that last time we proved :
and that "odopi

" is misconceived
, while

"Octopods" is pedantic .

-

THM
.
Grall r > o

,
RS codes of rateRare ( t-Ftr , rfa )

List -decodabhe
,
and the Guruswami - Sudan algorithmTcandothelist-decodingintimepolycn.ir

We did this via the following algorithm :

-

GURUSWAMI -SUDAN ALGORITHM
.

-

Chooseaparameter r

suppose t >It
'

I "÷÷:÷:i: ¥:*: ¥:÷÷¥i÷ /2. ROOT-FINDING STEP.

Return all f so that Qfx , 1=0
.

[Notice that there are Edegyccl) a- DIG a Mff of these . ]
-



OBSERVATION : There is no reason that the ai 's need to be distinct .

What we actually proved was :
-

THM Let { Hi
, yi ) : it

, . . . ,
M } EAT

'

be
any

subset }
.

Then there is an efficient algorithm which will return all

polynomials full of degree ek ,
so that :

I:::÷::::::::÷÷i:inm÷
Before M - n . But ! It might be useful to have Msn . . . for example,
if the di 's are not distinct .

-

DEF
. A code C EAT

"

is (tail , L ) - UST- RECOVERABLE if :

for all Se , Sz . . . .. Sn E Fg with Isil El fi
,%1fcc.ee/CieSiforatleasttvaluesofi3l#/
-PICTURE : €1111 ee @

Adversary :
'ins's.ms?b:ia!..g!.?isijs::----n..ang?isggis

You : 0¥ Aha ! Thereare not too many codewords that meet all of those
constraints . . . and hereare all of them ! I

⇒

1€} EL



In the context of RS codes, the picture is this :

ADVERSARY :

B
I'm thinking ofa low- degree polynomial that goes through only

"

X
"

pts.

it ! x

G x

- x x

- x

- x x x

x

• • • • • •

4 Az as an eval pts
YOU :

There aoenothoomanyofthose , and here they are !

* e x

El
-
-

-
x x.J )xt÷÷
4 Az as an eval pts

\
And
,
the Gumswami -Sudan algorithm precisely solvesthis problem !



-

COI. Rsgln ,
k ) is (ta , l , L) - list- recoverable as long aslt-lnkandls.2ln.lt/2r
-

Proof : Replace M by n . l and choose r -- 2nd k .

(
andmaybe use the

SOME NOTES ABOUT LIST RECOVERY :
factthat tis an
integer.. .

1
. List recovery is interesting even if t -

-n
.

2
. If l -- I , this is just list - decoding again
3
.
We need ↳ l [why? ]

4 .

The THIN above for RS codes requires Rs. He , since at best
⇐n

,
and we'd need n >Menk .

5 . That turns out to be tight for RS codes . . .

but we can do better

for other codes !

-

FUN EXERCISES :
-

• Show that there exist high - rate (l , L) - list- recoverable

l . :÷÷÷÷÷÷÷÷÷÷÷:÷:÷:÷÷i:*.
symbols all live in smaller lists . ]

-



Sketches of

② List -Recovery is USEFUL ! Today wewill see sonnetAPPLKATONS !

APPLICATION O : SUBLINEAR-TIME GROUP-TESTING ALGORITHMS (on your HW )

APPLICATION 1 : APPLICATION to LIST -DECODING .

[Extremely sketchy- See Gumswami- lndyk ,
"

LINEARTIME ENC
. { list - DECODABLE CODES

"

consider a code with the following STOC 2003 for more details ]
.

encoding procedure :
- d -
L o_O A

- -

\.I

¥÷÷.. "
"

"

÷:3:*.
CODE C
-

• •4- symbols from every
C-E

"

f a •

message - - neighbor.
X f a co

-

-

EEE p ee (Ed )
"

Degree -d

bipartite expander
graph

To decode
, suppose there area few errors :

This naturally setup a list - recovery
- problem for C .

iWh←:÷¥÷ weaeguameeaina.me good codewords•

-!!ge¥¥¥¥. : ↳ agree w/ alot of the inner lists bk

• .

- of expanding of the expander.
• •

-

"Ei eels'd )
"

Thus
,
this whole thing gives a list - DECODING

algorithm .



The GOOD THUNG about this :

- we can tolerate way more error than we could without this

expander trick ( it's "distance amplification " )

The BAD THING :

- The rate takes a factor - of - d hit .

But ! You can fix that other thing and use this framework to get
constant- rate codes that correct a U - E) fraction of errors*

in LINEAR time [GumsWami - IndyK'03]
* Over large alphabets, and the

Subsequent work has used a similar "constant " in " constant rate
"

is

framework to get rate R ,
list -deadable z

- 20"""

up to a 1- R fraction of errors .

#

APPLICATION 2
.

HEAVY HITTERS
.

(
"universe

"

- v -

PROBLEM . Given a data stream X
, , Xz , . . ., Xm ,

where Xi EU
,

1-whereltll-N.findallthexsothatlsilxi-xq.ru
Easy ! Store a histogram ( fi

,
fz
, . . ., fw) which counts the # ofelements.

Or
, just store x , , . . . ,

Xm and do the count on the fly . Suchan x is
called an

1-

"

E-heavy-hitter.
"

CATCH
.
You have limited (say logarithmic ) space .-

Hard ! Actually you need SUN) space to solve this problem .



-

ROBLEM . ( Approximate probable heavy hitters)

/ sina.9.asssi.uadas.oih.F.w.info:*; e.Yo
in Mtn

. /•Tx with l { if Xi - x 31 > em, XES
• IS I E He
-

Notice by Markov 's inequality , there are at most He x's so that

Kil Xi - X 31 > em .

So this is allowing us to return a superset of those, with some failure
probability .

THIS IS DO - ABLE ! ✓
We will just givea sketchof the sketch here .
See the original paper by Comode + MuthuKrishnanHere 's a classic solution

,
called COUNT-MIN-SKETCH

.

L
formore details . .. or just Google

"

count min sketch .
"

Let T-- Ollog (N))
DATA STRUCTURE :

• Arrays A
, . . .

. .
At

,

'

eachof length 4k , initialized to O .

• Hash functions h , ,
. . .

, ht ,
hi : U→ [4k]

.

UPDATE :

•When you see
XEU

,
for each i- I

, . . . ,
T :

Ai Chi ( x ) ] t -- I

QUERY : Estimate

# times x appeared =

,Ifi?,
Ai [him ]

and return all the things with big estimates.



Picture looks like this : X y y z YYYWXYYY . . . .

YT
x D8 had x ) - bucket 1

Ae Ix#¥
hecyi .- bucketsI 2 3 4 S b 41C

Yyyy etc . . .

Az /¥xIz/
:
.

yyy
Z

AT

Each bucket just shores the count of the # items in it .

Now
, HOPEFULLY, each heavy hitter is "

reasonably
" isolated in at least

one bucket (in that no other heavy hitter lands there too ,
and then the min

is a good bet .

FUN EXERCISE : Show that this works Whp .

( tf
, say , the hash hrs are uniformly random,
although you don't really need that )

.

SPACE : Of -110µm) ) a log (N) log(m) Notes
. Cheating bk we also need to shore

E- thehi 's , but it turnsout that's ok .

-
NOTE? Can improve this to lg.fi#lylm) .1- arrays w/ Ol

'E) buckets

each , and each bucket holds

an int in cm]

THIS IS AN AWESOME DATA structure Itta'¥sitmeTu"III.fin!9Y%.

But as presented there are 2things list recovery can help with .

④ Under an additional assm
, we can make this DETERMINISTIC'- EXACT.

See [Nelson
, Nguyen ,Woodruff ' 14 ] for nonexact deterministic, wlspaceQ.ly/V)

Better query
time

There are betterdays out there, but thisone is real cute and uses RS codes .



④DETERMINISTIC CONSTRUCTION .

The randomized part is the hash Ins, so we'll have to replace those . . .
. . .
with a Reed-Solomon code !

IDE-IA.fi a , - , an c- ftp.sagm.g?9reementt-Jytkmies!7nneri7Tifts.
Let k .- en -1

,
so that Rsglnik ) is (I , "e. L ) - list- recoverable , frrnasonabal

Set : • U - {feta ] : degff) eh }
""

"N=gh
-

- size of 'll
• hjlf ) - flag. ) c- Fg , fuji, - in . of#

buckets

_n=
"

T
"

- #tables

Same data structure
. The recovery algorithm is :
-

For j - I , . . .,n :

✓
In RS lingo,

Let 5- = { p : Aicp] > em } Sj = p : therewe atleast emi÷/ it intimating
.am)

#

THM
. Assume that the frequency distribution drops off quickly enough :

I

-#

fneqlxl

§ fneqlx ) L EM This is NOT okay,

x : freqlxkem ↳ Eatin
- m

forexample EM

÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷. tfU#
SPACE : O (10941411091Mt ) bits

.

Examples not part ofTnm statements

#



-
Pf

.
first

,
let's see why this works .

-

Gran " item " (aka
, polynomial ) f , let Ff denote the frequency off .

as

ins"¥%:S.

sa: is:c!.intits:.mg.am /WILL return f.%)

CASE2
. Suppose Ff < Em , so f is Nota heavy hitter.

here are EYE ACTUAL heavy hitters , g . .
. . .

, g. "e .

• f agrees with eachof those in Ek places
• Since n > kk

,

there is at least one j sit . fltjltgildj ) fit , . ., "e .

•That means that there is somej sit . Aj [ flail ] receives no

contributions from any of
the heavy hitters
-I :÷÷÷÷:÷i÷÷÷÷:÷÷÷÷÷÷:÷÷÷÷÷÷÷÷÷÷÷i:÷.÷"Now let's establish theparameters . f

note qk .- N ,
keen

,
s?

n=O( log(NIK ) .

UPDATETIME : Need to compute for;) Hj , ⑤ (n ) = Of 1094% )

QUERY TIME :(To findall heavy hitters) : Run Guruswami -Sudan , polyH -

- poly ( 17¥)
SPACE :

q tables w/ of buckets each , so
0 ( q2 login)) =O(l0g4N!!0glmJ ) .

-



This approach does not have optimal space, and it requires an additional assm ,

BUT it is :

• deterministic } Non.ee/natsomesortofassmis necessary• exact to get these w/ OCN ) space .

• really cute ! !

⑤ Back to the randomized
, approximate setting.

As presented CMS has a slow recovery algorithm :

• For XEU :
n

Estimate fxasfx
[ If I > em , includex in the heavy hitters list . .

Which takes time 01N )
, really not good .

There are better algs known :

VANILLA CMS crust " DYADKTRKK
" 487%1474%1, you] RS LIST RECOVERY

(whatwe saw ) (the classic Solh . )
(bestI know of )

(today)

÷:*.fi#.:::if.::::o::::i
SPACE log4N),

'

log (Ng e
log (Nlf log (Nbg
#

* big -Oh's suppressed 4
What we'll see today
isn't thebest-known , but

it's competitive and

very cute !



Heres the idea. CAUTION : wewill need lolwedk this slightly .

Let C = Rsg (n ,
k ) w/ k -- EI , so it is

ft , I , L) - list- recoverable with L- poly In ) . Again choose q
-n

.

Again let U - { fo HTCX ] : degfftck }

DATA STRUCTURE :

Titan different COUNT- MIN -SKETCH data structures
,

CMS e , CMSa, . . .

. CMS n
,

which havea universe U'
-

- Fg ,
and thesame parameter E .

\ - Ea

:÷÷÷: : Aoi:""
SPACE : O (KEI tlgcm))

• So the SPACE for my data structure is Of 9h14 tocglogcmll)
-

= Of logCN)kz)
UPDATE STEP :

Then fell appears

:|
"

""" """

- So the UPDATE TIME is Of n fTlpoly evaluation) t T(CMS update)))
-
- O ( log(Nlt )

I



QUERYSTEPi.lt
Sj = QUERY ( CMS;) X the symbols p that frequently

/ Run.eu#wammii:u::ionmesis.::n:Iaa!II.ifI'kissing.
Notice that IS; l E 2K , since that's the guarantee of CMS .

Since the = Elz
,

Guneswdmi - Sudan applies .

QUERY TIME : O ( n -

g ) t polyIn ) = poly( 1091¥)
-

And finally, why does this work ? CAUTY : ITDOESN'T QUITE WORKYET.

Here's the picture :

UPDATE (f )

f-EffingLst
.

'

tents
.

'

. . Lst
.

'

if
QUERY C )

IGueuswn.me#→ { f. fz, . . .,fL }

If f is an E - heavy hitter, then flail is an e - heavy-hitter for CMS; , ti,
and so flail C-Si Fi

,
and so GuruSWAMI- SUDAN returns f in the output list.

If f is NOT an e - heavy hitter. . . em ,
well

,
there arepolylnl many such f- that end up

in the output list ! oops ! sothat doesn't quite work . fix on next page . . .



The Axis to keep one more CMS , this one for the universe U :

UPDATE(f ) : f

-
tt test
is -
""""

"""
{ fi

,
-

,
f-L }

-
I Initialize 1--0 I
for it

,
. . .

,
L :

Use CMS to estimate the frequency of fi(Ifitiszem.addf.to#
t

Final listL

Nowe
,
this has output list size ⇐ He

,
because CMS will only say

"

> em
" for

atmost 2k of the fi 's .

HOORAY ! That's what we wanted
, AND it's really fast !

-



④ APPLICATION : Identifying attackers inDoS attacks [Based on Dean -Franklin -Stubblefield '02]

Suppose the set- up is : f
Normal users

f
Bad guys tying anyout
a denial-of-service attack .

I I I II I IT

X
T

- -

1-
[These red# # 1- edges are

FIFTH :eY:i÷i÷*non⑥#
routers

⑤
← You+-

X
.

Ein: How can you (
with the help of the routers) , identify the bad guys, and

block

their packets in the future?

Here's a cute (but grossly over- simplified ) version based on RS codes.

Say there are n - q routers
,
and each router is addressed by some a c- Fg .

for example , let's take g- 232 , so
that every router has a 32

-bit address)
.

NAIVE SCHEME : Every time a router handles a packet, it appends it 's address .

Thisworks : But the downside is that the

Itnnmfhetinfafhbtxo!!?!!:* . packets get REALLY big , 32 exhibits

I'm not going to accept any more
for each router they stop at .

packets with that path !



Instead :

• Each packet gets TWO field elements appended .
1
.
Packet ID - . the first router chooses this at random .

*How does a router know
it is first ? It doesn't.

2
. Current path ID - this is initialized 100 .

One way to get around this
is to randomize- a router

packet ID just guesses
that it is first

✓Path
- The Mk fora router is : ( packet -stuff ,I , p )

with some small probability .

f
This can be made to work

.

↳this router 's ID is j

T

(packet -stuff , x , potty )

That means that what happens to a packet is :

( p, 401
y

f (p , d , 82)

til
ftp.a, feat 8. )

tool
Ip ,

a
, fix't j , - at yo )↳ ooolpi.HN/uT

That is
,
each path has associated to it a POLYNOMIAL f-(X ) .

At the end of the day ,
what you see is :

la
,
fin ) K. glad (o, hot) (y , fig)) ← In this example, the paths

④ H.iiiii.iiiis.iiiiiri.iaiiniso.it#:....T ::*:c:&.
:&::c

(Qfylotllg , host) ( s , f. Is ) ) ( 8. gls )) somewhere upstream .

(ahhh (e.gkhlgihlgblg.gg ))



That is
, you are given ? bunch of points (ai , yi ) so that the

"

BAD
"

paths
correspond to polynomials that pass through many of these points -
and you want to find these bad polynomials .

That's what the GurusNami - Sudan algorithm does !

H
,
f. IN ) K. glad (Q hHolly , fsly) )

"

÷÷:÷÷÷:i¥÷÷i÷÷÷÷i÷÷÷.im -↳i¥ six:
"

( s
, fish ( s

. gcs ))
drawn

(e.gcell differently

+ Guruswami - Sudan

{ gcxl , hlxl , fatX) }
-

I'm not going to allow any path
that ended up goingthrougho.io#::iim:ii:ii::::eihn7

That's it !

QUESTION TO PONDER

What can list - recovery do for you ? ? ?


