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AGENDAS

⑥ The story so far TODAY 'S OCTOPUS FACT

② FRS CODES

④Definition Octopuses can shoot (sometimes toxic)
④ FIRST PASS ink to defend against predators .

② next Pass

Cm⑧÷
⑦ THE STORY SO FAR :

• REED - SOLOMON CODES ! AWESOME!

• LIST- DECODING CAPACITY : p
- 1-R

• GURUSWAMI - SUDAN : Can efficiently list - decode RS codes upto p - t - IR
• QUESTION : Canwe efficiently list - decode RS codes up to p

- t-R ?

ANSWER : NO or PROBABLY NOT
, depending on the RS code .- -

Ifevalpts - Fg -
Itis as hard as discrete log .[Ben-Sasson

, Kopparty ,Radhakrishnan] [Cheng ,Wan]
•

l l

n

Today we will seethe happy ending to the story, via . . .

FOLDED REED-SOLOMON CODES
.

These were thefirst codes known to achieve capacity with explicit algs
[Gumswami , Rudra 2008ish] and since then there have been several other

constructions
.



FOLDED REED SOLOMON CODES

④Definition .

A FOLDED RS CODE is obtained by
" folding" RS codes :

Start with an RS codewith evil pts 1
, 8,8383, . . .,jn

- t

,
where n--g- I , y is a primitive

Suppose that mln .
Then consider the following operation

element of Fg

on a codeword from theRS code :

-

m

f- (1)
- I

fly)
-

-

ft) , fly) , . . . , flynn)
Ayy
-

ftp.#q.*f::::::::::::ff .- ftp..fr
- f
ftp.y
-

FOLDMK)E¥m)"
m

t

ceRSg(Hr, " I, n ,k )

Definethe m - folding FOLD
m (C ) of a code C

'

as { FOLDmk) : CEC }
.



-

D Let c'=RSg( air . . . . ,8" ' ) , n ,
k )

,

where n-- g
- I and

petty is a primitive element . Let mln .

/ The toes corresponding to C
'

is Faomccg
. /The length of FOLDMK

') is N -- Mm

The alphabet is [ = Fg?

-
NOTE : Since folding just shuffles around the symbols, the

rate does not change . Formally,ratefh.ae#--t::sYogig,=hisogIp=YgtgigiiosI
Why should this be a good idea? It ' ' restricts" the power ofthe adversary :

WORLD ' : Bad guy gets to corrupt a p- fraction WORLI: Bad guy gets to corrupt a
-

of an RS codeword
.

p
- fraction of a folded RS codeword .

-

,

ft)

fly)

fly2)

¥:¥
.

in:
fly")

fly")
t

-

Bad guy
has more freedom - they can Here

,
much less freedom. Only certain

corrupt any set of symbols hewants from the error patterns in theoriginal codeword
original codeword . weakowed

.



We will prove (or at least sketch) :

-

THM
.
Let Iss em .

Let C be an m- folded RS code of
-

rate R
.

Then C is Cp ,L)
- list -deadable for

I win .
! :
.

'
mi. . ..... I

in an affine subspace of dimensions .
-

Choose M -- He'
,
5-He

.
Then L -- g

"
'

,
and

⇐ ft - (Fa ) R ) -- ( t - f,!÷.IR )
= # ft - I IR )

-

= 1- R - Ole)

So folded RS codes will give us capacity - achieving list -decidable codes :
• RateR

-This trade - off is optimal .
-

p -
- I- R- Old townYneerisbfside

• L = of
"E

= (Nez)
"E ← This is NOT optimal . . - should probably be ke .

" " "P"

• (El = of
"E'

= (Nk' )"
'

← This is also NOT optimal .. . we'd like it to be constant .

[
Note : In recent

work it was shown

Subsequent work has given codes which get basically all of the desiderata, that infect the list

inurn
size IS constant !

although thereare still many open questions .
lkopparly-Ronzewi-saraf-W.to]
But wewon't talk about this . . .



④ FIRST PASS : Let's ignore that parameter
"

s !

Here is the decoding algorithm .
It has a familiar outline .
-

FOLDEDRSDECODERTAKEI.int
: off!! ) .

m. .

) . . . . . I e# IN

aswell as an agreement parameter t , and a parameterD , and hen .

÷÷÷÷÷÷÷÷÷÷: ÷:
Qlx

,Y , Ya, . . . . Ym ) = AINT A. (NY,
t - - - +AMIN -Ym

with deg (Ao) E D th - 1 ,
and deg (Ai ) SD for it

. . . .,
m .

So that

Q ( 8mi , Ymisymin , . . . . ymi + m - s) - O T ie fo, . . ,N
-B

.

T-
I takes on Yi . . . . . Ym take on

my now,
the 'm" l

man . .
)

da . . .
I



folded RS decoder Takei continued . . .

in

:ii÷i÷:i÷÷:÷
. .⇒⇒ . I

and return them .

#

This alg. is not our final algorithm ,
and it only gets p

-

- (E) H - m -R )
.

"

%%%%¥%m%%¥" """
"" """th " "" "

"
"" """" " "" ""

µAs usual
,
we need to do three things .

i. Set parameters
ii. Show that we can find sucha Q ← As usual

,
via linearalgebra

iii. Show that STEP2 is a good idea .

← As usual
,
low-deg . polys don't havemany roots.

iv. Show that we can do STEP 2 efficiently. ← Usually this one follows since we can factor
polys , but now we'll switch it up a bit .

i . Suppose that t > N tmR(÷,))

let D=fN-m9j

"""""

FILM.in?wed......)
ii. There are Dtk t m(Dt1 ) = (Mtl ) (DH ) th - 1 coefficients .
- -
Coe of Coe of Yi -Xt

'

I'
'

that that show up in
show up into each Ai

Our choice of N ensures that this is #coeffs >N = #constraints
,

so we can find the desired Q .

y



iii Let RCX ) - Q ( X
,
HM

,
Hrh

, . . .

, fly
"
X) )

= Adx) t fix) . A ,Htt - - - t Hrm
- '

Xt.AmlXl@k-1TgDtkIdegDtkICsincedeglfkkSodegCR1sDtk.y
.

.

degan 'DI

suppose that Gidon (ft agrees with y in at least t places .
Then R has at least t roots, so 13=-0 as long as

(# roots ) > deglk)
t s Dtk-t-LN-mh.IT/th-1 .

-

So it would be enough if t > Nmthf t k

= N mk
mt
t

MII

= N ( ht t (Ma) .R ) which is what we chose .

Therefore
,
if f agrees w/ y too much

,
we will return it . I

iv. How do weactually find this list ? Is it small ?

9
To"¥%¥÷

PUNT. (we'll come back to this)
.



⑥ FIXING UP the FIRST PASS
.

We will tweak things to get MORE ROOTS in our interpolating poly .

suppose wat fit;÷!m ,) -

- Ijm
.
!

Wewere using the root of
Q at

Q ( Tmi , flymi ) , . . .

, ffymits
"

) , fly
mits )

,
. .

, fly
mitm-Y) O

.

But we could get MORE roots if we did something likethis :

Make →Q ( ymi , flymill , . . . , fly
mits - t ) ) E O

Q have fewer
vars so this makes sense .

Q (pm it' , flymitt ) , . . ., flyMits )) EO
'

.

i

.

Q ( pm
itm -s

, ffymitm- s ) , . . . , ffymitm
" )) EO

Basically , we take a sliding window across each symbol and turn that into a constraint .

There's a trade - off here : . more agreement !
← sowe get better

"
t
"
fora given

"

D
.

"

- more constraints
. . .

← So D has to be smaller in order to
be able to find Q

.

But this trade- off turns out to be beneficial !



-

F0LDEDRSDEC0DERTnI The changes fromTAKEI are

""" Effy!! ) . m
. .

) . . . . . f; e*mhjn"
""ed " ""

"""÷÷÷÷÷÷÷÷÷÷÷÷÷÷i÷÷:÷÷i÷÷÷÷÷÷÷:÷:/÷÷÷÷÷÷÷÷÷:÷÷:÷:÷:::i::÷:÷:i:so that

Qtsimtisyimtj . . . . ,yim+j+s→) - O
tf O '" " /
TO em- s

.

STEPZ
.
(Root - finding) /Find all the polys fsothat

Q( X. HAHA ) , . . >ftp.s-ixl/=O,/andrelumther



Again , we go through our steps isiisiii.ir.

qq.qyqqygygyq.bg,i . SET PARAMETERS : Suppose claimed atthebeginning .

D= LMm¥Y J , t s fD¥
ii. We can find Q

.

FUN EXERCISE ! (exactly the same as usual )
iii. STEP 2 is a good idea .

OUTLINE :

• If fousmffl agreesw/ yin at places, then

AN EXERCISE!
RH) : = Q(X

,
ftrx)

, . . . , flysix ))
⇐" " the details . { has * cease

, ,qyq÷¥÷¥÷gqq,µ.
• The degree of RIX) is < tlm -Stt) with our choices
of parameters .

iv. We can efficiently find all polys f so that ⑦ ( X
,
Axl

, .
. .

, ftp.KD-O .

7 The way we would normally do this is argue that sincethe degree of( Q is small there can't be too
many f

's
.

This is supposed to That breaks down a bit here since each instanceof f- is a littledifferent .
bethe football we

punted earlier.

Instead
,
we'll go back to LINEAR ALGEBRA.

Here
, wewill just sketch how this goes.

See Chapter 14 of ESSENTIAL CODING THEORY for details
.



iv. Continued
.

We want to find all f so that

ex) RCN :=Q( X , HM
,
HH )

,
. .

, Hgs
- 1×11=0

.

Say that FIX) - fo tf, X tf X 't - -
- t fk

. ,
X
""

We can write Has a giant linear equation
in the coefficients fo , f. . . . .. fk . . .
-

QUESTION : What is the constant term in RH) ?
-

That is
,
if RIX) = Ej r; Xi , what is ro ?#

ANSWER 1 : ro -- O
,

since RIO
. /
#

¥-122: Okay , let's compute it . Recall that

RIN = OH
,
HM

, .
. .

, ftp.tx/t-AofXltftxt-AlXlt---tffystXI-AslX)
,

and so

| ".in?.......o......oiaio"" """"""" /= doo t Eje , Ajo - fo

= aootfo (Ej ajo)
-

So actually we know fo ! fo = ({÷a⇒ .



It turns out that we can keep doingthis, and moreover it turns out that the

linear system that we get is triangular.
-

Fk- I

II.I¥m§ f± =

stuffwe know anQ

(
This entry is Ej ajo

(
this entry is -aw

Even better
,
we can exactly figure out what goes on the diagonal :

"

÷"

M

Where B(X ) = acot azo X t azoX
'

t - - - t as
, o
X

s 't

B has at most s- 1 roots

⇒ M has at most s - t O's on the diagonal
⇒ dim ( Ker (M) ) s s - I
⇒ There are at most of

-1
solutions to this linear system .

That's what wewanted !

So
,
modulo the details

,
we've proved the TAM

che EssentialCODINGTHEORY
,from the beginning of the lecture . chapter 14 , for the details!



QUESTIONS to PONDER

① Work out the details for part Civ )

② Can you get a smaller list size for FRS codes ?
③ Can you

extend this algorithm do do list recovery
?


