
925018387 - LECIURE 14 - LOCALITY !

AGENDA_ TODAY 's Octopus FACT

① LOCALLY CORRECTABLE CODES The mimic octopus not only camouflages
② RM CODES as Las itself to blend in with its surroundings , but it also
③ HIGH-RATE Las [sketch] can mimic other species, like a lion fish ,

sea snake, jellyfish or zebra sole .
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Today we will talk about LOCALLY DECODABLE CODES .

The basic setup is :
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If Bob only wants one symbol of Alice 's message for her codeword) ,
then he COULD decode the whole thing and figure out xi .

But that seems wasteful . . .

The idea of LOCAL DECODING is to allow Bob to figure out xi
in SUBLINEAR TIME .

In particular, he won't even have enough
time to look at all of E !



① LOCALLY CORRECTABLE CODES
.

Let us try to formalize this
.
goal :
-
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Does this makesense? NO
.

Sure
,
it parses , but if Q = oln)

-then this is a vacuous definition
.
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Instead
,
we will need to RANDOMIZE the queries if we want to deal

with an adversary .

-
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• A'Y' Ci) makes at most Q queries to w
(
input is i(
A has oracleaccess to W|oAmlil=ciwithpobabilityatkast#/

OTHER NOTIONS of LOCALITY :

• If you only want to recover a MESSAGE SYMBOL xi instead of a CODEWORD SYMBOL ci
,

it's called a LOCALLY DECODABLE CODE .

• If there's no adversary and you just want to beable to recover any symbol in SOME
local way (not including that symbol ) it's a LOCALLY REPAIRABLE CODE . fret Ice- case)

• Also : REGENERATING CODES
,

LOCALLY TESTABLE CODES
,
RELAXED Las

,

MAXIMALLY RECOVERABLE CODES
,
. .
.



BRIEF LIT. REVIEW on
LCC's

.

Q n (as a function of h ) comments
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Today we'll see how RM codes fit in
, starting at 0=2 and

ending at one .

③ RM codes as LCCS
.

First let's recall the clef
.

of REED-MULLERCODES :

Recall that Fqcx , , . . , Xm] is the space of m -variate polynomials over Fg .
The Kotal) DEGREE of a monomial X Xii - - - Xii is Ej? , ij .

The DEGREE of fetlocks . ., Xm] is the largest degree of any
monomial in f .
-

DEF
.

The m-VARIATE REED-MULLER CODE of DEGREE r over Ag is
I

,IRMglm.rt-fffkit.i.flq.nl/:fEfTgCXi,...,XmT,degCf-r
-

REMARK
.

Note that we may assume that each
Xi has degree < of , sinceTa=a8foraHaEH#|

We saw BINARY RM CODES back in Lecture 6 when we were trying to figure
out how to get good binary codes .



Let's start with RM dm ,
t ) : that is

,
codewords are just

the evaluations of LINEAR polynomials this is also called

HK ,Xz
,

. .

,
Xm ) =L ; a.XI. the HADAMARD CODE .

You saw it on your HW .

There
,
butNOTE : Technically for RMdm , 1) we should also have a constant term

it will be convenient for us to ignore it . . .

Consider the following algorithm for locally decoding the Hadamard code:

-

ALG . Input : Query access log : TIM→ HE sit
. Dlg, f) < 2M-2 for some fc-RMdm.IT

,
-

on..
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:÷%iiF:i /Choose pettzmat random .|peµrwg,µ+g,p
TCLAIM : RMz(m ,

1 ) is a ( S, 2,1-28 ) - Lcc for any Seki
-

pniof.lfglpt-flpdandglptdl-ftptdtktc.mg-

then glpdtglpth-ffpltffpth-fktsincedegtfkh.assmotnhgtunf.ws
.

I/Hnswinpnbbya -

P{ glpltffp)3=P{glptattftptal } ES ,
since p and atp are bothuniformly random.
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GREAT ! Now we have a 2-
query

LCC
.

But the rate is not great : mhm .

QUESTIONS :

① Can we do better for 0=2 ?
NO

.
See fkerenedistWolf]

② What if 0=41) ?

YES ! Coming up next .

④ Q -- login)

We'd like to use the same idea
,
but there's a problem .

If our strategy is
"

hope that our login ) queries completely avoid the
errors ; we'll be in trouble .

Indeed
, Whp there will be

about s - login ) errors in our login ) queries .

The idea will be to make our queries themselves somewhat robust toerror.

For motivation
,
consider RMq (2,r ) .

That is
,
the codewords of RMQG,r) are evaluations of bivariate polynomials

f- (X
,
Y ) = Cig. Xi Yi .

GOAL : Recovera single symbol (say , flap)) given query access to gift with Dlg .Hes
.



We can think of codewords as 9×8
pettygrids of evaluation points .↳↳

I
Suppose I want to recover flo , O) . deff
As before

,
we want to find a bunch of LOCAL, LINEAR relationships

involving Ho , ol .

-

Howl ← This row is ( flo ,O) , Ho, y) , . . . , flo,y't' ))
= : ( glo) , girl , . ..

, g ly 't
' ))µ where gin ""'' '

I
similarly, this column is /!!! where h (x)

; Gox
"

Hey , those are univariate polynomials ! (aka
,
RS codewords) .

Moreover
,
the restriction of f to ANY line is an RS codeword !

I

consider
. 'Y¥n.eu#la.Ztb..az.ztbd .µThen f( LIZ ) ) =

,

(a.Zt b.)
"

(azztbz )
"

= some degree ⇐ r polynomial in Z .



The lines through ft0,0 ) have the properties we want :

• There are not too many lonlyql pointsper line .

• Any two lines through AGO) don't intersect anywhere else .
-

PlCTURE#

- f
Thelines through 10,01

1 ! a:*::*
.

÷:/( Lessaccurate but hopefully moredear.(
confusingbutmore

.

.

accurate

This inspiresan algorithm :
#

ALI (Let req and suppose S e EG - rig ) .)

Input : Query access log : Fg's ffg sit
. Dlg, f) s Sig

' for some fERMg/2 , r) .

and an index (dip ) e Fg
'

Output: A guess for Ha , pl .

/ ::: :c::÷::÷÷:÷::i::c::::: ""÷:*:*!Use RS decoding to find an hefty , deglhlsr, so that B( h . hi ) s GI

RETURN h lol
.

-



CLAIM.franysso.ALGiscomectwithpnb.sl-ff.tt#T--
Proof. The RS decoder will successfully find hlH=fklE ))
-

as long as the number of errors on { UH : xetff } is < LES ,

f ::*:::
"

::::
"

ti:
. .. .
... ..
." . I{ #errors on a line ⇒ 19¥ t ftp.g?I8-- I
-

NOTE : tf S LIU - rig ) - I dist ( RMgurl ) , then the failure probability
above is interesting , otherwise it reads " with prob . 30 .

"

for example :

f g
N--of here
-

COI . Rmg (2, r - 812) E Fg
"

,
is a ( 0in

,
S
,
4S ) - LCCfforany.SE#.Therdeis--kgandthedistanais4

We can do EXACTLY the same thing with m > 2 .

LARGE-but-CONSTANTm.TW
we get Q

-

q-
- N

"
m

,
since N - gm .

However
,
as mf then the rate t .IRecall R = (8mm ) Igm E (Em )

"

→o as m→ a .

But this does give us a constant-rate codew/ Q-- N
""

Gay) .

EVEN LARGER rn :
-

(
This simple construction is the

Choose m -- 840gCq) .

L stole -of- the art for login)
Then N=q9"09" = 28 so

.

Q -

-

q
-

- log IN ) queries . Can
you do better

?? ?

But the rate is even worse
,
and in fact goes to

0 like Ypolylnl .



So far
,
we have seen how to use RM codes to get :

Qnlasafunchonofk)C#
2 n = -0(2K ) RM z (m ,

1 )
'isn't a:*: / :mm:c::::: "iii. or
F n-- 8k RM

q
(2,8k)

All of these have pretty low rate . Could we get an LCC with rate → 1 ?

for O = n
' (and even a bit smaller)

,
the answer is YES

.

There are several constructions . Here's a sketch of one based on RM codes
.

② HIGH - RATE Lccs
.

The thing we needed from RM codes are that restrictions to lines are low- deg polys.

....

"
"" in.

1-
To make the rate better

,
we might try

C = { HIM .
. . .

. flagm)) : fefgcx] , AND deg ( HHZH) Er flies L}



This would be a win as long as let > IRMglmrll , aka
,
as long

as there are high -degree polynomials whose restrictions to lines are
low-degree .

-

Question. Does there exist a polynomial f : Fgm→ Fg of degree >r sothat,IV-lineslifg-tgm.fkglfklttlkr.cl#/
(
this means 3-

glztwldegk-krst.glxkff.LI?flqA-NSWER.
Over IR or Q : NO

.
( fun exercise !)

Over ftp.forpn-mep : NO
.

(see KubinGH -Sudan '963)

/ ::* : :: :÷:::c. ::÷÷. .. I
[Guo

, Kopparty ,
Sudan ' 13]

⇒

EYE.
Consider HAY ) - XYZ over tf .

The degree off is 4 .

Any restriction of f- to a line is equivalent to a polynomial of deg E3 -- g-I . (Not too helpful) .

/÷:÷÷::i±i::::¥:i: /f-LUZ)) = (oZ ta)2kZtpT
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That's just one example , but it turns out there are actually LOTS , enough
so that

C = { HIM .
. . .

. Hagm)) : fefgcx] , AND deg ( HHZH) Er flies L}
has ICI z q

" - E) ' th '
,

aka RATE 31 - e
.

C is called a " LIFTED CODE .
"

-

⇒ "

::÷:÷:
"

.

. . . .. . . .. Is -
- { f : Fgm → Fg I fhgsgyguqi.tt- e' Iq restrictions}|↳µ,g,,,,.,,,g#
-

COI F E
,
a > 0

,
38>0 and y > O set. there exists a family of|codesCEFgnsothatCisa(n4S,ytLCCofrate#|

(One can do a bit better than this : see [Kopparty , Meir, Ron-Zewi, Saraf, 2015] . )



RECAP : . RM codes hare nice local structure
- They are Kcs with 0=2

, login, n
'"

,

"

although the rate gets bad .
- To get rate 1- E with Q - n''no

,
we can

" lift " RM codes
.

' In general , there are TONS ofopen questions about LCG !

QUESTIONS TO PONDER

① Can you show that k must be at least n
't' for 3-query

KC's?

② Can you beat RM codes forQ= logln)?

③ Can you do anything with the Hadamard code when 8>
'

4 ?


