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① Motivation : learning Boolean as I:P
. it:L: Iii:&::;::s÷÷÷÷÷÷÷÷÷÷÷÷÷÷.int#.nh:

② Goldreich- Levin Algorithm sleep phase . Perhaps they are
00

③ Local List Decoding . dredmiF@g.fgg.gGM
① RECAP

.

Last time we talked about LOCALLY CORRECTABLE CODES
.

The basic principle was illustrated by the Hadamard Code
:

It = {Kw , xD
, .

. .

,
Cw

, xzm ) ) : we#zm }

The key was that Vi, Cw
, ai t p > + Cw, p>

= Cw
,
ai) , so b locally recover Cw, ai )

we query (w , hit 137, Sw , 133, HOPE they are not corrupted , and add them together.

① MOTIVATION : LEARNING BOOLEAN FNS
.

[
Throughout this lecture, capital letters mean the range

is 5th
.

Suppose youhavesome Boolean function G : fam→ g., ,+ , }
.

lowercase
g-Fit# have range Fh .

You have query access to G and you'd like
to learn an approximation to G .

-
- m n

¥ : for G : Hz → I-1,137 the FOURIERTRANSFORM of G over Fa is & :FTIR given by|5w=÷E÷n9"HH#
If you haven't seen this before, but have seen the FurrierTransform over Q

,
all the same

things hold . In particular :
"

Parseral 's Thm "

Glx ) - ¥¥mEH HI
""

and : t = In Ex#in GH
' if

ftp.kilwll
'

so in particular the number of Funen coefficients Ecw) so that Edw ) > I is s ki
.



Suppose we want to learn G from samples .

If the Fourier spectrum of G is " spiky ,
" it suffices to estimate yw - Gtw) for all w so that Kim>T.

Indeed
,
then we'd have

GH -

w
:&
.

Ht"
""
- §÷÷¥w - th

"?

Turns out
,
we can estimate any particular Edw) from samples

& ( w ) : = # §
'

Glx) f- 1)
"' w >

,
so choosea bunch of x's at random

,
andestimate the sum .

But we can 't do this frail 2
"

cuffs Ghlw)
,
or else that takes rant samples - kinda dumb.

Instead we'll just do it for the big ones. . . but we need to know which those are .
-

GOAL . Given query access to GH
and a parameter Too, find a set S of size pdylmlTsothattwwllGHIK.co#

NOTE
. We'll losethe lil in the GOAL for

Now
,

Edw ) 3T simplicity .By repeating whateverwe

✓
remember

,
E#I

come up with for - G ,
it will be fine .

⇐ Em ,§f÷mGkl . HI
"" '

> I

⇐ Em (Kx: Glxkf-HAN> 31 - Kx : Guy # thaw> 1) se

⇒ In (2/4 : Glxttikxiw> 31 - 1) se
⇒ # Kx : Gatt-Haw

>

31 > ETE

⇒ Em / {x : gcxh-cx.ws} I > Etch where GIN - l-D8
'"

,
aka

, glxl :{E GAH

GAH-I

⇒ S ( g , Lw ) E f -Tz , where lwlxl -- Gw> and ( lwlxihlwlxzl, . . ., lwlxzn ))
is a Hadamard codeword !



NEL.Givengueryacassbareaivedwordg:tIm→Fz,fndalHadamard codewords Kw , xD, . . . , Cw , Xzm ) ) - ( tuk , ) , . . . .lu/XzmD
so that Sfg , lw ) EE - E .-

That is
,
we'd like to LIST DECODE the Hadamard Code

.
. -
in SUBLINEAR TIME !

-

"

"" """""" ¥%¥"÷!
"

"" "" "" """""" "" """"
""

/But we could hope to list - decode upto
'
k
.

In this case
,
theJohnson radius is

ICE ) - Ell -FE ) - E
,
so we know that the list size isn't too big .
f (

We also know this

② GOLDREICH- LEVIN ALG
.

from the argument
with Parseralsthm

To warm up, let's do it for -4 : earlier
.

-

AIG :O .

Input: quay access tog :Fzm→tI , a parameter e .
Output : the wefzm sit - Sfg , Lw ) Ef - E , w/ prob > 94100

.

I ::÷÷i÷÷÷÷÷i÷÷÷÷÷÷i:*. Iwi. ← MAJ (wilptl)
Noliatnisdgmakestfttm)

RETURN D= (wi ,wi , . . . , win )
queries : gcpd forth . ..,t

glpttei) fortECT? ic.cm]
-

We saw something likethis last time .



Why does this work ? As we've seen before :

P { wigs ) is incorrect 3 ⇐ Pfeither gleitp ) or glp ) were in error}
E (Y - e) t Hy - E )
= Iz - 2E .

P{ More than I of the witp) are incorrect }

= PI F 'S witpl incorrect 3 - K -ul) > 2e }

E th ETI IE ( II win 431 incorrect ] - ft - 2e ) )
'

#
by Chebyshev

= ¥2 . (E - E) (E t 2e )

= 11-1651
T 16 . E

2

⇐ Hoom ifwe choose F- -0 (Mes) .

Now union bound overall i and win .



OK
,
but now we want to do it up to I - e, not I - E

.

Suppose we had access to a magic genie who will just tell us the correct value Lw, Pj?
But we can only askthe genie for Tvalues.

1
I

ALGI
.

-

Input: query access to g.Fin→HI , a parameter e, and a magic genie .
Output : An wefzm sit . 8 ( g , lw ) ft - E

✓
set F- 01mg,

'
w/ prob 99400 .

Draw 13, . . .,p, uniformly at random.I :::÷÷÷÷÷÷÷÷÷÷÷:::÷:::
"" Iwi ← MAJ (witPel)

RETURN D= (wi ,wi , . . . , win ) Thisdy makes Tm queries.

-

Now
,
the same argument works :

Pl wi (pit ) is incorrect } = P { gleitpe) incorrect or the genie lied }

= A { gleitpt) incorrect } (because genies don't lie) .

E E - E
,

so everything goes through as before .



The problem : WE DON 'T HAVE A GENIE .

-

ALAI
Input: quay access to g.HIM→HI , a parameter e .
Output : A list of we Fzm sit . S ( g , lw If I - E , w/ prob 94100 .

÷i÷÷::÷÷÷:
. IRun ALGI

. using this genie to obtain w
Add w HS

.

RETURN S

-

Why is this a good idea?

• If 8 ( lw
, g) E E - E , then -3 bi ,-, b, f- Cw ,pit . . .. Cw, pts)

so that ALGI returns w .
Thus w ends up in the list S .

Why isthisa bad idea?

.IS/--2T=20He4sIfaml
.

- But SEEM was supposed to be a small subset .



To fix this, we will use a PSEUDORANDOM genie .

To seewhat this means , consider the following way of picking the p 's.
• Choose p . .

. . .

. Be randomly in Fem cand let b- logit)]

• for these]
,
define PA Ifpi

' Now I have 21T different values of 13 .

. CLAIM.EpaiAECEI3arePAIRWISETDEPENDENT.ITaka
,
for any At A

'

, PA and PA
. are independent .#I

PA = PA' tfq.a.pe = something uniformly random and indep .

in from PA'iw¥
- Notice that our correctness argument before never used the fact that
the pi were fully independent : for Chebyshev we only needed pairwise independence .

- So ALGI
.

worksjust fine with these p's !



1
I

ALG 3
.

-

Input: query access to g.Fin→HI , a parameter e .| Output : An Wettin sit . Sfg , Ew , ← f. e
-
and a magic genie . /

,
w/ prob 99400 .

Draw Pi,→Be uniformly at random ,

← l -- log(MHz) toll )
Ask the genie for b, . . . ., be so that bi - Cw, pit.

For A e El ] , let PA - Eteapt , let BA - E- c.Abt .I "÷÷÷÷÷÷÷÷÷÷:*.... . /
RETURN D= (wi ,wi , . . . , win ) Thisdy makes Tm queries.

-

Noticethat if the genie is correct about b . . . . , be , then (w, pal
- ¥n

.

swipe) -¥, biba,
so the genie is correct about bat Aecl ] .

This alg. is correct for exactly the same reason as before , since the p,
are pairwise independent .



-

ALI (GOLDREICH - LEVIN)
Input: quay access to g.Fin→HI , a parameter e .
Output : A list of we Fzm sit - S ( g , lw If I - E , w/ prob 94100 .

i÷÷÷÷÷:÷:÷:::
""""" IRun ALG 3 using this genie to obtain w

Add w HS
.

RETURN S

-

We

,havebasicdlyalreadypnveTAM
.

The Goldreich Levin algorithm makes poly(Mk) queries to g and
-

returns a list SEAT ' of size at most poly(me) so that
,
FWE Fam

with flew , g) EE - e , P[we S ] > 991100 .-
Informal
#

LOR. ( KUSHKENTE- MANSOUR)

/
" "

÷÷÷÷÷:;÷:*
men wean .im. /

using poly(Mt) queries, whp .

I



⑦ LOCAL LIST DECODING
.

What wejust saw was a LOCAL LISTDECODING ALGORITHM
.

-

DEI CEE
"

is (Q , e , L) - LOCALLY LIST DECODABLE if :

There is a randomized algorithmAt that outputs atmost Lolherdgs Bi,-,Be
sothat :

I ::÷÷÷÷÷::÷:: ::::::
" ""

Pf Bi ( j , access to g) = g. I > E

-

Think of each Bias a different genie .
In the previous example , the B 's were indexed by lb , .bz, . . ., bed c- Ed :

-

GENE Bcb
, .bz. . . ., be)

( query access to g ,
eval pta ) : N.IE : This is notquite

the same as in our

l← log l ' 'E) tout Goldreich-Levin version
,I::÷÷÷÷i÷÷i÷:¥÷÷:÷÷÷÷:÷÷::

RETURN WI the idea is the same .



The reason we bother to give LOCAL LIST DECODING a name is because it has many
applications . We're already seen one in learning theory , and here'sanother :

④ PRG , from ONE
- (This is what Goldreich + Levin were interested in)

.

WARNING : This will be extra hand
wdvey.
-

"

DEF
.

"
A ONE-WAY function (OWF) is a function that is easy to apply by hard toinvert.

,EF99% =sure!fh

/ ' ¥xi¥ /
- ✓ Intuitively , a ONE gives

a problem that is hard

• We don't know if OWFS exist
.

In fact
,

FOWF ⇒ Pt NP
.

to solve but easy
to check

,
and that's

what Pt NP

means
.

• But there are several candidates : factoring , discrete log , etc .

. And if a OWF exists
,
we can do some cool things with it .

¥P"°°""°M⇐**tA PRG has output that is not very random,
but is computationallydifficult to distinguish from uniform

.

""*→F"°°°YP""↳rmdm%"#µ-/÷::i



We might try to make a PRG from a OWF as follows :

• Say f is a OWF, f : Hjk → Hjk er
Technically , f should be a ONE-WAY PERMUTATION .

• suppose that this also means that it's hard toguess He given f- (x ) . (* I

iI¥
. Now consider the PRG :

yx
→DPRG→ (xe , Hale , fffflxlllz ,

fffftflx11111
, . . . )

Random seed

¥hIiY *
-Turns out this is a goodPRG , assuming htt .

"

"B"tthk""""⇒"""kt"DEF
"

A HARDCORE PREDICATE bcx ) for Axl is a function b : HI
"
→ HI so that

it's hard to guess bcx ) given Axl .

Ifi-
So in order to get PRGs from ONE

,
we want a hardcore predicate for our OWF f.



In fact , we get this from the local list - decidability of the Hadamard code .

"#
CLAIM .

Let f : tf m → HIM be a ONE-WAY PERMUTATION .
-

Then it's hard to
guess (x , x > given Axl and a .

(
aka.forallao-HIYG.xsisahardcorepnedicakfrfilx.alhffkl.I.it
PI Suppose there were some alg Q so that

P { Of a , Axl ) = G. x ) } > It E
.

Aka
,
Q has justa slight advantage .

::÷÷÷:÷:÷:::c::: ::::: ::::::":possible x 's .

Then I compute { fix) : x c- L }
,
find x sit . Axl =p ,

and return it
.

| So f is easy to invert after all !-

QUESTIONS to PONDER

① Can you locally list decode RMg(m ,
r) for req

?

② Can
you learn Fourier- sparse fns from poly (me) RANDOM queries

?

③ Can you think of other applications of local list decoding ?


