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⑧ APPLICATION C? ) of LOCALITY
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which have the following property :
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This seems like it should come in handy in the following DISTRIBUTED STORAGE
setting:
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I STORE on n different nodes

I . . I
teach node also holds someother stuff , say encodings of other
files in the system . . . but let 'sjust focus on one file . I



Now suppose that a server fails , and I'd like to repair it to maintain the system .
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OPTION 1 : Download all the -
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surviving blocks and we don't want to wait

correct the error
.
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0¥ : LOCALLY CORRECT the error
,
and download just the blocks you need to do that .
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It turns out that communication is EXPENSIVE land is a bottleneck in distributed storage systems
so this is a win

.



①What's the model here ?

LOCALITY seems useful . But are Kcs the right tool for the job ?

ANSWER: Not really .

yay}
The right model is ERASURES , not ERRORS .

* Based on a study
98% of the time

't

, only ONE server is down . ofthe Facebook
Warehouse cluster

.

Instead what do we want ?

(1)Best trade-off between RATE and DISTANCE possible - aka an MDS code .
• We want to handle as many

failures as possible in the worst case . T
Recall this
means

(2) Every symbol can be obtained from not- too-many
other symbols . n - htt .- d

• When there is only 1 failure , we'd like to repair it with
minimal communication

.

② RS CODES area BAD IDEA for DISTRIBUTED STORAGE
.

Sam(1) MDS Code y

•(2) Every symbol can be obtained by not- toomany other symbols•
(2) doesn't hold :

• Suppose fete Cx] , degffkk .

• I NEED k evaluation pts flat , . . . , flak) to say ANYTHING atall about fldkti )

eg , suppose f-(X) is a quadratic and goes through these 2 points: / •

what is flag)? COULD BE ANYTHING . •
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CLAIM : Given any k -S symbols ofan RS codeword c , a k
"

symbol could be anything in Fg .*
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Now this kxk matrix µ is full rank
,

so for ANY value of D?
,

I

#

there is some Cfo
,
. ..

,
fu. .) that is consistent . So D? could be anything .
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What doesthis mean for RS codes ?

We need to
query
k symbols just to get one - but he is

enough to recover the whole message
!

So that's reallywasteful .



So can we find some other code satisfying (1) and (2) ?

NO ! Actually that argument works for any MDS code, notjust RS codes . So :

forIf (1) MDS Code y

then (2) Every symbol can be obtained by not- too -many other symbolsDR•

TWO WAYS around this :

WAY 1 : Give up on MDS .

←This is really interestingand the buzzword
WAY 2 : Rephrase (2) C is

"

Locally Recoverable code .

" We won't

talk about it .[
We will talk about this

.

We will instead shoot for :

(1) MDS Code

(2) Every symbol can be obtained by not- too -many BITS from other symbols .

In pictures the model is this :
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Such a code is called a REGENERATING CODE .

There's tonsof super coolwork on these that I won't talk about.

But for today . . .

-

TH Reed-Solomon codes ARE good regenerating codes-

③ RS CODES are a GREAT IDEA for distributed storage !

For simplicity let 's focus on k -- n k
, n=q , q=2t .

So a codeword of Rsg ( Fg , q ,
9k ) looks like :

€tE¥F
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for a primitive ett 8 .

✓
Works with any node,

Say f-(O) fails
.

but for concreteness say
it's f-CO ).

-

(whichwewill show)

|rHecispysfibYbdownload0NEBttfomfHilbri⇒..,qaa
Notice this is g- 1 BITS total

,
while thenaive schemewould download

k
-

- 812 whole symbols, each are lglq) bits - so that's qlgaiaol .

So the CLAIM is BETTER than the naive scheme!

-

CLAIM (which we will not show)

TThisisoplimalt.tt#*8::nliiggrssYomee
:



To
prove

the first CLAIM
,
we will need the following algebra facts :

-

FACT : Fat is a vector space over ft .

So we can think of a c- Fat as a vector I c- HIT ifwe want .
(of course, this is for the additive structure only ) .

FACI.LetPN-XTX.tl/4t---tXat?-TheT
p : Azt → Ez is Fa - linear.Ca)

aka
, Platelet de Eze , and Plhtpt Platt Plp)

(b) All Az- linear fns y : HI. →I have the form 41×1 = Ply .X ) for some geftzt .µ µ ,

many . we ,µµµµ,, p, a. p, a, y, ,p, qq.pe#a
,
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-\

In fact
,
there always

exists 'd basis so
(PIX) is usually called the

"

field truce !) that if I is a
writtenout wlrlt this

T basis
, then

"

Pf
'' of FACT la) : Pla.pl -- LI , B)
-

To see Ratp) = PlattPlp)
,

recall (atp)2=x2tp2 in tze .

= Eitidipsi

( toseeplxk-fz.no/iaPlN2=PlN.whichisonlytruefor0an#



Now that we have these fads
,
we can prove the CLAIM.

Recall g- Lt .
-

By RS duality , RS
,
( Fg , g. E)

t
- Rsg (Fg , g. E)

So for all f.ge HTCX ] wi degree < he 812 ,
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So wemay plugin g, for g above :

F fetfqfx] st
. degtfkaok :

Hot .gg/0l--&fqyogfHtggkl Pluginggfrg

Ho) . y =

§÷qq , flat
. PLI Def of gg

Pfffotg ) - P ( Izzy , flat
- PII ) TakePll on both sides

Pl Holy ) -- 1¥, Pl flat
. PILI ) Phish- linear

-
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,
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(Hot ,5) = Imo Ptsd) (HII . PGHEE
, so

it's justa scalar.



So for all g- c- Fat , we have

SHOT is> = Imo PISH SHI .

Recall the goal is to find f-lol
.
So the algorithm is :

(
this isasonpenbimtia

"de'

H"""t""h"€"• The node holding flat returns b
.

= ( flat
,

C- Fa

| . We compute Lei , HOT > = affronts ' b
.
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• Let Ho) -- ( Kei
,

FID
,
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,
Hot >

, .
. .

,
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,
HOT >)-

That's it ! This feels a bitmagical , but actually it generalizes to some other parameter regimes
and also turns out to beoptimal !

See [Guruswami , W .

'
16 ]
,
[ Dau

,
Milenkovic ' 173

,
[Tano -Ye - Barg

' 17] for more .
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The point :
#

finis:*:÷÷÷÷:÷::÷a÷:÷÷÷::S :c:*:*:*::"" I
• Also

,
this is kind ofa neat fact about polynomial interpolation .
-



④ COURSE RECAP
.

This isthe last lecture . . . WHAT HAVEWE LEARNED?

-

WHATHA-VEWELEN-RNED.rs

• Fundamental trade -offs between RATE and DISTANCE
- The " correct" trade-off forbinary codes is still open, but over large alphabets
it is attained by . . .

• REED -SOLOMON CODES and
"

LOW-DEGREE POLYS DON'T

- OMG the BEST code ! HAVE TOO MANY ROOTS .

"

• How to decode RS codes
,
and how to use this to get efficiently

deadable binary codes .
• Reed-Muller

,
BCH

,

concatenation
,
oh
my
!I :÷:÷÷÷÷÷i÷÷÷:÷÷:÷÷÷÷÷i:÷:÷÷÷÷÷÷÷:::÷÷÷::÷:÷÷÷:L' We talked about RM codes and locality!

• Plus
,
local- list-decoding, and justnow regenerating codes !

' Along the way ,
APPLICATIONS !

• Crypto, compressed Sensing . Group testing , Heavy Hitters, Leaming theory.

Storage, ( communication
,
QR codes

,
hat puzzles, . . . )

-



-

THE MORAL Is) of the STORY :

(1) Low-degree polynomials don't have too many roots.÷÷÷÷÷÷:÷÷÷÷÷÷i÷m
QUESTION to PONDER
What can error correcting codes do foryou?


