
ALGORITHMS
CS2501EE387 - LECTURES -

for REED-SOLOMON CODES !

AGENDA TODAY'S OCTOPUS FACT
-

Octopuses have blue blood .

That's because

they have a copper- based system (rather than⑦ Recall RS codes an iron - based system likewe do), which is

① BerleKamp-Welch
more efficient in cold temperatures .

BONUS :

② Bereekamp-Massey estates qq.jp?.Booa9o "÷÷÷÷÷÷÷÷÷÷÷÷÷.ie
⑨ Recall thedefinition of RS codes :
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of dimension k over Fq , with evaluation points
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Last time
, we saw that they meet the Singleton bound .

HISTORIC ASIDE
. RS codes were invented by Reed + Solomon in 1960

.

At the time
, they didn't have any fast decoding algs , so they were sort of heat

'

but not that useful . But in the late 1960 's
,
Peterson

,
BerkKamp-Massey developed

an 01h21 - lime dog, which can bemade to run in time Olnloglnll with FFT tricks.
Then RS codes started to be usedall over the place ! CDs, satellites

,
QRcodes

,
. . .

In 1986
,
Wekht BerleKamp came up w/ another decoding alg- it's a bitslower but it is

really pretty ,
so we'll start with that .



① WELCH - BERLEKAMP ALGORITHM
-

PROBLEM ( DECODING RS'glI , nih) from e ⇐ K¥1 ERRORS )

⇐

÷÷¥÷÷÷i÷÷÷:÷÷:÷÷÷:*
..int//ore,gewurnyynogu,npo,ynom,,e,,g

IDEA : Considerthe polynomial Efx) .w!Ifµ!X - di ) .

This is called the " error locator polynomial .
" (Noticethat wedon't know what it is . . .)

Then fi
, wi . Eui ) - flail - Eti )
-

call this Qki)
-

ALGORITHM ( BERLEKAMP- WELCH)

① Find .

• a

"

monic degree e polynomial ECX )

to:÷÷:÷÷÷÷÷÷÷÷÷÷÷÷÷:#"" "" lH B (F, w) > e :
RETURN 1-

RETURN f
#



TWOQUESTIONS.it
.
How do we find such polys?

2. Once we do, why is it correct to return QIE ? What ifwedidn't findthe
"correct " Q and E ?

Let's answer QUESTION 2 first .
-

CLAIM
.

If there is a degree Ek- t poly f- sit . Alf, w ) ⇐ e, then there exists-

E and Q satisfying (t) . and with FIN -- QCXHECX ) .#
Let ECXI - fi!¥µ ,( X

- ai ) ) . Xe
- Mf 'm

|LetQlXI=EfXlof
-

CLAIM
. Supposethat (Ee , Q. ) . (Ea.Qe) BOTH satisfy the requirements-

in STEP①
.

Then :|¥Y¥¥i/
-

proof. Consider RIN -

- QIN Ezlxt - QIN E, CX)
-

dey.ae#hiTgedeglR)E2etk-1
,
and tie El

, . .,n3
,

I ..":::÷÷::: ::÷:÷÷:÷÷::÷:
" l

so 12=0 is the all - zero polynomial . f°YondEE%%omm7idgno! ) Asa

-



Together, these CLAIMS answer QUESTION 2
.

Moving on to QUESTION 1 . How do we find E
,
Q ? POLYNOMIAL INTERPOLATION!

- -

More precisely , wewant :

Wi - Eki ) = Oki ) for a- b . . ., n , deg (E) = e , Emonic

deg (Q ) E et k -I .--i÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷. :÷÷÷÷:*:.:*:::/[Noticethat Zetk < In - let 1) then ,
so the system looks like

,

D= µ
But we don't actually care ifthe system is over or under-determined,

↳ instants

now that we know that a solution exists and that any solution will
do

. ]
- -

-

RUNNING TIME of BERLEKAMP-WELCH :

Iii's::c::: i:÷÷:/|⇒0(n3)tot
I



Note : The videos only cover up to this point . We may
talk aboutthe stuff below in class .

PROBLEM-tDECODINGRS.gl?n,h)fromeeLhz-k/ERRf

|
€"" " "
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"

' #d " P%""'d #% " th" "

• deglfkk② BERLEKAMP - MASSEY (sketch) • fail -+m. frat most e- L¥t values ofi
, /

Again we solve thisPROBLE-yoreberetumtifnosuohpdynomialexists.TK
Berkkamp - Massey algorithm is more efficient than the Berlekamp -Wekhalg ,

especially when the #errors is small . Also
,
it turns out to be really nice to implement in

hardware
, although we won't go into

that .

While the BM algorithm can bemade to work on
any

RS code
,

we'll

focus on thecase where n=q
-1 and the evaluation pls are

0,83 . . . ,y8
-1

for a primitive element yet.

Recall that in this case
,
the parity-check matrix furthers code is :

1 8 82 83 . . . yn
H = 182 84 y

" } d-1: : : :

1 yd-1 gud
- 1)

rfnld
- 1)

a-
Where D= n - k +1 is the distance of the code .

Our goal is to decode from e£Ld¥ ] errors .

Suppose we receive the vector V=c+p c- Fg
"

,

where

cc-RSIFY.n.fr ) and wtlpl --e=Ld÷j .

Let E- supplp ) C- { 1 , . . .,n} bethe locations of the errors .



The Berlekamp - Massey algorithm is a SYNDROME DECODING

algorithm . That is
,

we begin by computing the syndrome

Hv = Hc + Hp = Hp .

Now
,

because of the structureof H
,
we observe that

1 8 82 83 - - - yn po PIN

Hp =
18
'

ya * * =(÷;d-1 d- 1)

rfnld-4 P2

:

where plx) -- Ii pili .

= ,¥= Pili
Pn

d- 1
Now let's define a polynomial SCZ ) :=Iµ , ptyl ) - Zl

.

Notice that we can compute SCZ ) given the syndrome . We have :

512-1=2%9 ptyelzl ← wewikalsown-KSK-t-E.de Site
,

so Se :=ptfe ) is the
= [ Crieepirfli 2- l l" syndrome symbol .
= LieEpi THEY

← using the fact that
a ye -- EF

=EieE Pi (ÑZ,-¥£Z ) orangy .



This form of SLZ) is a bit mucky . .
.

let's clear the denominators !

Let off )=lTieE( 1 - ji Z ) .

Notice that oft) is an error- locator polynomial, in the sensethat

IEE ←→ sly
- i / = 0

.

Partofourgoalislo recover
OCZ) , whichwill tell us the
locationsofthe errors .

Now , consider

012-1 . SCZ )=lTieE(1-VZ ) . Cite Pi(ÑZ,-¥¥ )
=@
ice

Pi (JiZ - HEY ) IT 11 - yiz )
jtE|{ i ]

Foreshadowing: we
will call this degree

= [
me degree c-e) + zd

.

me other

poly WIZ) . It willcomei° polynomial polynomial)
dte

Write 512-4012-1=2
, o
ai Zi for some coefficients ai .

We don't know what those coefficients are , but we know that they
look

like this :

Ao A1 92 - - - Ae Aet , Aetz - - - Ady Ad Adtl - -
-

---
these are for the degrees e THESE ARE ALL

these are for
polynomial ZERO ! ! 2-d. (some

other

polynomial)
In particular, the coefcientson Zen, . . , Zd

"

in SIZ)o(Z )
are all zero !

This gives us a linear system that we can setup to solve for (hopefully) 0:



Let ett Er ← d- 1
.

So

0 = (
coefficient on

2-
'
in SCZ)o(zj)=£i=o Oisr - i

where 012-1=8%0; Zi , and 512-1--29=-11 Si Zi

sina.thisistmefrallsuc.hr, we can setup asyskmofeqns that
the coefficients of OCZ) must satisfy :

set , Se Se- i • • • 51 Go 0

Seta Sen Se Se ,
01 0

Sets Seta Sen Se 'd-" {① "

.

.

.

. ?_?
.

.
I =

:
Set 's Seta

°

. Sets
"

'

i.

Sd-1 0

#
oe

The row of this matrix that starts with Sr is the constraint

corresponding to the coefficient on E.



So the next step of this algorithm is to solve this system of equations to
recover Jo

,
is

,
.
. .

,
one

,

and a corresponding polynomial 812-1 .

We know that a solution exists since 0 itself is a solution .
But why should 8--0 ?

Actually , it maynot . . . butwe will still be able to use it, as wewill see below
.

Let's take a brief detour to define another useful polynomial . Let

WIZ) = [ ice pi f
"

Z lTjeE\{i }
- ji Z )

Notice that WCZ) = (
that polynomial of degreese) ,

from earlier

that is
,
WIZ ) = 012-1512-1 mod Zd

.
Further

,
for angle E,

WH-4=2
ice

Pi Ji
-l
1J
JEE/{i }

( 1 - yi
-

e)

-
this will vanish unless f- i

=

pe (assumingb-E)

So 012-1 tells us WHERE theerrors occur
,
and WCZ) tells us what the valuesof those

errors are
.

Moreover
,

this also tells us that 012-1 and WCZ) are relatively prime - that is,
they have no common factors . Indeed

,
since 012-1=117*(1-817) is a

product of degree-1 factors, if ocz ) and WCZ ) had
any factors in

common then wtf-4=0 for some ice . But wejust saw that

w(g-it =p ; -1-0 for
angieE.



Now
,
back to our solution 812-1 to those linear equations .

Let WYZ ) = 812-1.512-1 mod zd
.

That is
. multiply out 812-1512-1

and throwaway all terms of
We have degree =D .

SCZ)olZ)oYZ ) = (Statz) ) • OYZ)

= WIZ ) • ELZ) mod 2-
d

and similarly ,

512-1012-1012-1=(512-1042-1) • oft )

= WYZ) . off) mod Zd
.

Moreover
, deglw) , degluil , deglo), degli)⇐e, and so

degtwk-l.dz/).deglwlZ).ol2- 1) ⇐ dead
I
Usingourassm

Thus
,
not only are WTZIOIZ) and WIZIEIZ) that e£L%j .

equal mod Zd
,
but they are actually equal !

We conclude that

WYZ )

¥
=
w#

.

olz )

we have solved for Ñ ,
oh
,
and we know that gcdlw ,01=1 , so we can

find Wando from at and E by computing gcdlui , E) and dividing it
out .



So
,
our algorithm is the following :

ALGORITHM Slow
- Berlekamp - Massey (v ) :

• Compute the syndrome S=H•v= (§µ)
• Solve the system of linear equations

set , Se Se-1 • • • 51 Go 0

Seta Sen Se Se ,
01 0

02
Sets Seta Sett ¥ .

.?e?
.

.

;
i

,

=
1

Set 's Seta
.

.

.:g*
Sd-1 Oe 0

to find Elz )

• Let 512-1=4.9'S.ezl
and compute ÑIZ) -812-1812-1 mod Zd

• Find glzt-gcdloYZI.ci 12-1 )
• Let 012-1=812-1812-1 , WIZ )=ÑlZHgcz )
• Factor olz) to find roots {f-

i
: ice} (defining E)

• Define pi
= wtfi ) for ic-Elandpi-O.fi'¢E)

• hetp-lpi.pe , . . ,pn ) and return c=V+p .



You'll noticethat this alg is called
"

Stow
-
BerleKamp- Massey .

"

=

As written , we need to :

- solve a ad xD linear system
g)
If d"" this is much smaller than

'

U the BerleKamp -Welch system of eqs .

- Do some polynomial multiplication/division of degree Old ) polynomials
- find the god of some polynomials of degree Old )
- factor a polynomial ofdegree 0611 . uf

The login) is b/c fun and
we need to deal with

If d is small , this is actually pretty fast, poly/dlogn)
element of Fg

In particular, except for computingthe syndrome Hv , this can be sublinear

in n !

It turns out that we can do much better
,
because the linear system is

so structured . Given the syndrome Hv
,
we can find v in line

Of dlog-(d) - log log (d) + d-login ) ) operations in Fq .

See [Dod is
, Ostrovsky , Reyzin, Smith 2006] for more details .

{
They also discuss a

"dualview "

ofthe alg .
which is a more

traditional
way

to present it.

QUESTIONS to PONDER

① Find a more efficient way to implement theBerleKamp-Massey alg .

② Can you think of any other dogs for Rs codes?

③ How would you adapt RS codes / these algorithms to comeup
with BINARY codes?


