
(52501EE387 - LECTURE6-
MAKING RSCODES
BINARY

AGENDA TODAY 'S OCTOPUS FACT

H Codes Octopuses use tools ! Some octopuses

⑦ Reed-Muller Codes [part I]
have been observed picking up
coconut shells and using them as③ Concatenated Codes [partI] mobile homes

.

The story so far is :
' ¥¥i⇐¥÷¥¥¥÷÷.tt#*hT

Reed-Solomon Codeshare the optimal trade-offbetween rate andiditana,
and they have efficient decoding algorithms !

That's a pretty good story . (Maybewe should just stop here? )

HOWEVER
,
thereare some downsides to RS codes

.

A big one isthe alphabet size
-

GOAL. Obtain EXPLICIT (aka , efficiently constructible ) , ASYMPTOTICALLY GOOD
i

hrfodeyfamiliesof.RYCODE.ickaywinfesagon.ms/
Today wewill seea few ways to approach thisproblem . fimwotstbshfodeywontindependently interestingandwill comeback later

.

STRAWMAN . Replace every symbol of Fg with logdq) bits .
If westart w/ n', k

' RS Code: NOTE : this is actually
done inpractice!

Rate =
%d%l#

= ht. staysthe same .

egg,n
'
. logs (g) -
-

-1Relative Distance -- nj.kz, n log (n' ) if n'= g- ,
L
corrupting d bits also can corrupt d symbols.

µ
so the distance is d> n'-k't l

"

log6¥)
- login, IEEE Inge

the binary code .

I
,



So the STRAWMAN is Not asymptotically good .

If R is constant
,
then 8 → O

.

① BCH Codes
.

BCH - Bose and Ray-Gandhari , ltocquenghem
What if we just take Rscn ,k) A {0,13 ?
-

DEF
.

Let n -- 2M - 1
,
let y bea primitive elementof fzm .

Then for den, define%BCltln.dl-fceo.en.net/gcgil--otj-t,..,d#/(dXI=Eiii'ciXi
Notice that this is exactlythe same as our def. of RS codes , except that
we restrict (co , -, en -De fi instead of Fm

"

.

In particular, distlBCHY.de??n%de#mn.n*,
and RSG ,n-dtl ) has dist d .

NOTE
.
BCH codes make sense if you replace"2

"
with

"

g
"

Cang prime powers .
We focus on binary codes for today .

FALSE#
FLAIM

.

BCH codes are linear codes with dimensions n - di- 1
.-

up
'

) - O is a linear constraint; thereare d- I such constraints,lsothedinensionisatleastn-fd.ee
GREAT! So

,
BCH codesare binary codes that meet the Singleton bound !

.

Erm
.. .

g

doesn't that violate the Plotkin

, yebggund
??

Whatiswwng



The problem is that the constraints dyi 1=0 are linear over Azm,
not over Fa

. fortunately, BCH codes ARE still linear over Az :

-

CLAIM
. BCH (n , d) is the- linear with dimension z n - (d-Dlglnti ) .⇐

proof . Each constraint dgil - O is actually m -- login ) linearconstraints
-

: again.I:*:: ¥
"

dings!: that
,

Em is

/tfm hasthe same additivestructure as ft ?

So it makes sense to write elements aettzm as vectors Vaeftam
,

as long as we're only going to be adding them or multiplying by
scalars in Fz .

÷::÷:÷÷÷÷÷÷÷÷i÷: of←
-
.

binary matrix
n

←EeFi

So each Fznilinear constraint is actually m tf- linear constraints,
and altogether we have mid-t) IE - linear constraints .

n - m (d -1) = n - loginth - Id- t)
,
as claimed

.

-

n#
⇒ m = Ig(htt).



In fact
,
we can do even better:

#

CLAIM
. BCH (n ,d) is tf- linear with dimension z n - tdtllglnti) . I←

Proof. We'll show that the linear constraints up
'

)-O are actually redundant :-

clyi ) -- o ⇐ Upi ) -- O .

This cuts the number of constraints
in half

,
which gives the bound .

SUB
I

CLAIM
. of any CE FIX] , aettzm ,

Ck)-0 Es CCN) --O
.-

pf . Cla ) = O
-

⇐ few]'s 0 Since 02=0I ÷÷÷÷÷÷÷÷÷÷÷÷:÷÷i÷÷÷:÷÷÷÷i:i÷÷:÷÷÷::l
andbytheabovereasoningtheEEAIMprovesthec.LA/

- -

R z
n - I t - legate)Is this good ?

n-nt-zlglnl.dk#qRate R
,

distance S -¥, - H - R)
.-

than our STRAWMAN :So BCH codes do slightly better

fRateR,distanaSnfg
But still not asymptotically good .

However ! Notethat BCH codes can be decoded with either Berlekamp-Welch or BerkKamp -Massey!
So that's pretty cool

.



② BINARY REED -MULLER CODES

(silly ) idea : just do RS codes over ft directly ! RSdn.fr/=Kfki,....fknDfffgfffYk}
This is obviously silly since Cal degff)

'

g
-1=1 to be interesting

(b) 4 , . . ., an should be distinct pts in Az
,
so he 2 .

However
,
one fix is to add more variables

.

IEF.TK/3lNARYm-VARlAtEREED-MULLERC0DEofDEGREERMdm ,
r) = { (flat . Had . . . . . Ham)) : fetch . .

,
Xm] , deglfkr}1-- --

{ a . . . . . . .antti
, omryan.I.temymeg.mials.ofhegnqns.es .

Parameters : in any pre-determined order. FIX
, , Xz) = t.tk/ztXidegfX,xz)=2 .

Block length n = 2M

Dimension h = EE tf ) = Volz(r , m) .

←This isthe numberofcoefficients in

f-Hi, . .,xm) -C es ski ,
Distance D= ? Seems

Isler
a generic degree er m-variate polynomial
#

over Fa .

LEMMA (Binary Schwartz-Zippel)

Let fe FIX . . .. .. Xm ] to, with deglflsr.%df.fm#ffH-to3s2m-?
We may do the proof later for a more general version,
but if you haven't seen this before it's a FUN EXERCISE !



This is because RMdm ,
r ) is linear

,
and so

So dist ( RMz (m ,
r ) ) 3 2M

-r

. as usual we only need to lookat the minimum wt of a codeword.

And
,
it turns out this is the correct answer : consider fkn . .,

Xm) - XiXi -- ' Xr
.

This vanishes whenever
any of Xi , . . . , Xr

-

- O
,
and so

I { a c-HIM : flat 031--1 { a c-HIM : a. = . -- ear -131=2
"

?

So for Rmzlmr) : n=2m
k -- Volz(r, m) ⇒ Re Volz trimKym
d = 2M

-r

f = Kzn

RM codes also admit efficient decoding dogs . We'll see someof these
later in the course .

Unfortunately , this isn't asymptotically good either.
If 8=-0111 , then r is constant but ma

,
so Rb O

.

So this doesn't admire the GOAL either
. . .



③ CONCATENATED CODES
.

Let's
go
back to our STRAWMAN code :

ga
e #
g

ce FT
HHttt

(
Ie E'glad

This wasn't a good idea , because if I were a bad guy, I'd mess up one bit from
each of dth of the length lglql blocks . So these Dq

blocks were

not very robust .

IDEA
. Let's encode each block I c- Ez

'sdad with a good binary ECC !

-DEF. Let Cont a- Joint be a gout -any code of dimension Rout and distancedout .
-

Let Cin EE?
"

be the same thing with
"

in
"

subscripts , so that gout
- gin"

The CONCATENATED CODE Cin o Cont E [it
"""

is defined [by picture. . .] by
-
-

← xeyginhin-kutnqn.hn
.

I ÷÷÷:÷÷:*::/Formally , the encoding of xe.fi?n.kut is given by :

• Treat xefg.fi/kntnuq!gut
• Let

y
= Cow. (x ) c- In:

"
.

""t

• Let c = Emily ,)o - - - o Encitynow. ) where Emin :C.

! 271
,
and o is concatenation .
-
- mirinout symbols-



Parameters of Concatenated Codes :

alphabet : Cin

message length : kin . bout ) sothe rate is }!!!: = Rin . Rout
codeword length : Mouton in

-

Proposing. The distance of Cino Coat is at least din . dont .⇒
If. by picture : Let e. e

'

C- linocut :
Enc in (B) Erkin (t ) c

TC#

| " 't.int#.ien...i.......&'÷÷÷÷÷ni÷¥i:
- At least dont blocks of c. c ' are encoding different symbols .
. In each of those, there are at least din symbols in Lin that differ.
- So that's clout - din differences total .
-

(in particular, the relative distance is f = See - Sz ]

DEI The DESIGNED DISTANCE of a concatenated code as in
)
is did out

Finally ! Progress to our GOAL .
To obtain an EXPLICIT

,
ASYMPTOTICALLY GOOD BINARY CODES :

1
.
Set lout = Reed-Solomon Code

2
.
Set Cin = EXPLICIT

,
ASYMPTOTICALLY GOOD BINARY CODE .

Diol
.

But actually it's OKAY ! r

The secret is that Cin will be short

enoughthat we can do exhaustive stuff ¥⇐¥/ "
efficiently . We'll see how this walks ⇒ .

next time !



QUESTIONS to PONDER

① How would you efficiently decode a concatenated code ?

⑦ How would
you efficiently decode Reed- Muller codes ?


