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.

TODAY 'S OCTOPUS FACT

AGENDA Octopuses can change the color and
-

even the texture of their skin to usFtn%%¥n⇒uT
① ZYABLOV BOUND blend in with their surroundings.µ② EFFICIENTLY

'

DECODING

CONCATENATED CODES

Recall the GOAL from last lecture :
-

GOAL. Obtain EXPLICIT (aka , efficiently constructible ) , ASYMPTOTICALLY GOOD
i

hrfodeyfamiliesofBINN.IT#ESic6aywinfestagonnms./
Today , we'll see how to use CONCATENATED CODES to achieve this goal

-

RECALL :

The CONCATENATED CODE Cin o Cow. E [Ii
""

is defined [by picture. . .] by
-
-

← xeyginhin-kutnq.n.hn
.

| ii: :c:÷¥:
. /-teencodingof a under Cin .

-



① ZTABLOV BOUND

-

THM
. Grange > o , there is a family of explicit binary linear codes
of rate R and distance 8

, satisfyingTRIYI.in#..tltHiiTneTD/
That is called the

ZyablovBonnd.tt
( Plotkin

, singletonj.io#*....-BesetinsesI:::e:ia:r.
-

pf . The construction will be :
-

° lout = RS code with rate Rout
,
dist

.
Soul. -- f- Rout

- Cin = Binghamton, with rate r > I -Hifi.)-e .
←We still need to say howto

-The concatenated code has : getthis . - - we'll get there .

I ÷:÷÷÷÷÷÷÷÷÷:i:÷÷÷÷÷÷;:*.*÷i÷!and then we get to chooser.

So that gives us the combinatorial bound .

Next
,
the algorithmic bit .
continue



-

proof continued . . .

Supposethe evaluation pts for the RS code are Fg* , where g-2¥
So kin -- lglq) ,

and Mont = g-1

ALGI
. Search overall E- linear codes of rate r and dimension kin .

There are approximately 2min
-h
"

= 2
hint

=
2kt"Ñh such codes

G
= Mont +1 = my

final block length

n.

. .
.

÷
. . ⇒ n.gg,, /So lg4q) = -011g4ns) , so that 's 2-0118""" = n-011gal)

,

which is Not polynomial time .| .. . www.w.g.n.y.m.n.my ,..
Codes on the GV bound w/ rater

,
dim kin in time

201in)
,
instead of 20

"" ? This will fix the above, and proves the
theorem

.

-

So we have admired part of our goal. (Explicit codes - noalgsyot) .

\BEG1N{ ASIDE}
The followingbit about theWatercraft ensemble isbus , not in the
videos . We may discuss it in class Feel free to skip it .

HOWEVER
,
this version of "

explicit " [can compute it in polynomial time]
may be unsatisfying .

.

WHAT IF I WANTED "

explicit
"

meaning :
"

Givemeashort,useful description
"

formally , I'd like to beable to compute any entry Gij in
time polylogln) .



IDEA : Instead of using the same inner code at every position and requiring it to be-

good, we'll use a different inner code in each position .

We won't actually know which of these inner codes isgood , but
we'll know that enough of them are good .

T-i-M.leteso.fi/anyk.ThereisanensembkofbinarylinearcodesN
Ciri

,
Cin
,

- - -

,
Cin c- It

2h

of rate V2
,
with N = 2k-1

,
so that for at least|a-e)Nvaluesofi,CiihasdistanaatleastH£Y

This is called the WOZENCRAFT ENSEMBLE .

pnofidea.fm/e1T-k,treatitasanelementoftzh.-thM
" "" " "¥"

"" " "& * the

|image of the encoding map
Ein : ✗→ ( X

,
d. × )I -

multiplication in Fzkw
treatthese as 2k bits

.

FUNEXERUSE.finishtheproofl.lt
singthe Wozenaaft ensemble, we can implement the idea above to
obtain the JUSTESAN CODE

.



DEF (JUSTESEN CODE )
I

#

Let k > O Ck will bethe dimension ofthe inner codes in the Wooncraft Ensemble ]

/ ::::::*:::::::÷::::" IC-- { ( Ein ( flat ) )*¥* : feta IN , degtfk Routh
''
- IB
#

CLAIM
.
Let Rout be constant

.

Then
)
is asymptoticallygoodl.TT#pf

.
The rate is Routh

,
and it's a binary linear code, so wejust have to consider the

(sketch) minimum wt to compute the distance . Choose e > try . Consider any codeword :
-

.

##

÷÷÷÷::÷÷::÷÷:::÷÷÷::÷÷÷÷:/encodings of nonzero symbols with a
"

good
" inner code

.

For each of those
,
since the inner code has distance z HI

'

( 'k- e) = -0117
,

a constant fraction of the bits in each of a constant fraction of blocks
are nonzero

.

⇒ Each nonzero codeword has relative weight larger than some constant .
Thus the code is asymptotically good-



So the JUSTESEN CODE is
"

EXPLICIT
"

in the way we wanted .
The a'

th block is given by ( flat, a.flat ) e Fg
'

n tf
"88'

.

That's pretty explicit !

Fun Exercise
.
What is the best rateIdistance trade-offyou can get w/ the
Justesen code ?

FUN EXERCISE . What happens to the Wooncraft ensemble if you do
Xt ( x

,
a - x
,
a2. x
,

. . .

,
ar - x ) ?

LEND {Aside}

This space intentionally blank

÷÷÷Si*÷¥¥÷.

② EFFICIENT DECODING ALGS for CONCATENATED CODES.

Now that we have explicitconstructions of asymptotically good
codes (and in particular efficient encoding algs) ,
whatabout efficient DECODING algs?



FIRST TRY at decoding :

#
xecliitng.inin - font

ITTitania
Ce Cino lout→t

§ ADD ERROR ↳ '
c- Ein"

, encodingof a under Cin .
Nin • n out

#E EE in →#

is
① Decode each of these Tf blocks : that is

,
find the codeword de Cin

which is the closest to the received word
.

⑦ Convert the "corrected " chunks IT E Cin into TI EEout

③ Decode Cont to get the original message .
-

CLAIM .* The above works PROVIDED that the numberof errors e is < dinodout f* Maybewithmast::S
.

-
Notice : d - din . dont is the designed distance of the concatenated code .-

"

So we'd really like e ⇐ LDF ) ,
not 0114 .

But let 's prove the claim anyway , to understand why this approach
might fail .

µ ,,,↳µ#.µ⇐,mi¥
-

If there are e errors total
,
at most %a j blocks are BAD .

]'

÷:::::p::::
"

:*::
'

::c:III: s ::::niI|ara4÷e÷÷⇐⇒.ia*"¥e%i*:



The
.

proof shows that this might NOT be? good idea .

If the adversary JUST BARELY messes up as many blocks as they can
,
this

decoder will fail on Ldf ) errors .

WHAT ARE WE LEAVING ON THE TABLE ?

keyobjmamwhenwedecodetheinnercodetf.n-c.cc?we learn more than just tf ; wealso know wtf7.e.it?c..)1o-
SOME MOTIVATING EXAMPLES :

① Each block either has 0 or
dink errors

.

[This is the bad example from before] .

-

-C

.lt#eE:IFiiIntE***T***I******-
Theseblocks have

correct each E h#/1
no errors and don't

blockw/ Cin × changewhen we decode them.(
This block had some errors

.

When we decode it
,
it's to something at least dink away,because :

•adding,•
I • . .

-
'

""TY this distance is also > dink
.

FIXX

Thus
, even though theH blocks are incorrect

,
we can detect that they

were incorrect .

So the thing we should do in this case is treat theEp blocks as

ERASURES
.

We can handle twice as many of those
! So our error tolerance is

actually about dk in this case
,
which is what wewanted .



② MOTIVATING EXAMPLE #2
.
The bad guy

tries to foil our previous example
by adding error din to some blocks

, turning them into other codewords
.

-din errors in 11€
eachof eldin G t.MY/HXl#
blocks

bw4IIaeg!. G
-all already codewords : t.IT#'

Nothing left to do .

Now we can't detect anything ! BUI , there are only %, corrupted blocks .
Again we save a factor of 2 and can correct up to ex dlz errors .

We

,wouldliketointerpolatebetweenthesetwoextremCLAIM .

We can efficiently decode RS,!mk) from e errors and s erasures,

T""%"""""ktt"""**"t""#pf - ish . Throw out the s erasures . You are left with RSA -S, k) .
-

Since 2e < (n -s ) - htt
,
run BerleKamp-Welch to correct the errors. Now you

have an RS(n ,
k) codeword w/ s erasures . Since San -htt , correct the|erasuresCvialineatalgebr#

This inspiresthefoHowingdgorith#
ALGORITHM :

(NOT THE FINAL VERSION ) .

Given = ( we
,
wa
, .
. . .. wn.at) E ( Fgm

" " )
"
"

t sit . Dfw ,e) cdinizdont
For each i =L

, . . ., hout
: for some CE Cino but

Let wi = argemie.nu ( Aly ,
wit)

/ / .IE?Pm::iii;I...minlz.¥ at : /
-

L set Bi s 't . Ein ( pi ) -- wi
'

Run Cont 's (error + erasure) decoder on (pi , . . . . , pinout) , RETURN the result.
-



Why does this algorithm work?
-

- ,!¥¥÷, ( ( *pi that -t) t 2- f#Pichette not )] s dont . /
-

1l#
skdch) . Let ee- =D (Wi , Ci )

,
so / cont \

e. = E' ie ; s din . dont
.
H#t
,I it -

Let Iit - Ifpi -13 .

19141119111k€

ft lvedorofwtei) L terror
XI? = I{Pitt and Pitti } lwilw.tl/willltw#
- ftotsaonfps "Fanciest bnotcsonmgesmdw

,

edeacohdbeiook

TEAM
. IEfzxietxitfez.fi .7--1i¥¥÷:

f÷÷÷÷÷÷÷÷÷i÷÷:÷÷÷:÷÷÷÷÷÷÷÷÷÷.*:*
As before, IECX ;

't

] =
minl2blwi.wil.d.in)

¥2. Ci # wi
'

# ,
and

E- [ Xie ] = 1 - IECXE ]
,
since if we didn't find t

,
thenwe

/ .......im#e..+m:::;::;.. /t.
Given the SYTBan.im

,
E[2XietXit ] - 211 - Efx

.tl/tIEfXitI--2-IECXitI(ProofofSUBSUBCLAlM
suissursun.im E 2 - L min (2-Dlwiwi

')
,
din))

→
din

on next page) .

E 2 - fin ( 2dm - Lei )

,

fq.giaae.ua ,-



-SuBsuB. If Citwi
'

,
Lei t min (2b lwiiwil , din) I 2. din
-

proof : Suppose that 2Dlwi
,
wite din

.
Then the

-

SUBSUBCLAIM reads :

Zeit 2Dlwi , wi
' ) 32din

e it Dlwi , wi ) s din

D (Wi , Ci) + Dlwi , wi ) > din

which is true sinceI:÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷:÷: i:/Zeit din 32dm aka ei 3 dig .

But this must be true because we are in the selling where citwi .
Indeed

, if ee. s die , then the inner codes
' decoder would have

worked correctly and we would have Ci - wi
'

.

#



So the CLAIM implies that the algorithm works
"

in expectation .
"

We could try to him this into a high probability result (repeat a bunch of lines),
but instead we will actually be able to DERANDOMIZE it .

STEP 1
.

Wewill reduce the necessary randomness by a little bit .

-

ALGORITHM VERSION 'd

nW= ( we
,
wz
. .
. . .. wn.at) e ( Fg.

" " )
"
"

t sit . Dfw ,e) a dingbat
/

for some CE Cino lout
CHOOSE O E [91] UNIFORMLY AT RANDOM .

For each i - I
, . . -snout :

Let wi = argemie.nu ( Aly ,
wi ))

/ ¥. . int.¥ .
. ) : /

-

L set Bi s 't . Ein (yo ) -
- wi

'

Run Cont 's (error + erasure) decoder on (pi , . . . . , pinout) , RETURN the result.
-

That is, we never used the fact that our draws for psi were independent .
So let's make them not at all independent .

Our next step will be to search overall possible -0 's.
In fact

,
we only need to look at Montt 2 values of O :

min(2%ww , e) on, minkadwin.ws , t)
Eo##f

O-noui.tt

9oz -

fo Qminf2Nyp;w , 1) minK%i"t) Ld , the ① values w/ in the same internal

behave the same
.



This is called FORNEY 's GENERALIZED
f MINIMUM DISTANCE DECODER

.

ALG0RltHMFINAv¥#w=
( we

,
wa
, .
. . .. wn.at) E ( Fgm

" " )
"
"

t sit . Dfw ,e) a dingbat
COMPUTE THE nout t2 RELEVANT for some CE Cino lout
VALUES of ⑦ , Go, . --, Onoutt1

For j - O, . . ., Nout t1 :

For each i = I
, . . .,

nout :

Let wi = argemie.nu ( Diy ,
wi ))/f÷i÷÷i÷÷÷÷÷÷÷÷÷ : /Run Cont 's lemon- erasure) decoder on (pi . . . . . , Pnm. ), to obtain 5

IF A(Enc (E ) , w ) ⇐ Ldtzj :

| RETURN I
-

-

-

The fact that this algorithm is correct follows from our earlier claim .

Since Eo [ 2- f#errs) t C#erasures) ] E dont
,

there exists some -0 c- [0
,
I ] so that 2C#errs ) t l#erasures) E dont

,

aka so that the alg . finds the correct I .

Thus
, our algorithm above, which tries ALL values of -0 , must

find that good value and return the correct answer.



What is the running time of this algorithm ?

Depends on the codes . Let's choose our explicit construction
t

Recall we had A out = Gout
- I
,

y.eout-rscodewithrateRout.dist.doul.TT#and gout
= 2K in

.

. Cin = Binary linear code on the GV bound
,
with rate r > I - HIS.nl -e .

showedtwill show how to

find this in time poly IN on

your homework.The expensive bits of the algare :
-

For Olnout ) choices of Q :

for n
'

= I
, . . .,
nout :

• Decode the inner code ( length n in -- O(kin) = Of login out) ) )€!! !:}!!!!"? .ie?iijnieinn--ocnin.zkini=poycn, -
So altogether the whole thing runs in polynomial time .

We have proved
-

THM For every RE lo ,
l )
,
there is a family ? of-

EYE: ':b.?
'

II
"

'zy:b: T.in?EsFurmth:t
"

E /can be decoded from errors up to half the Zyablov|boundintimepoly
AKA

,
we have achieved ourgoal ! Hooray !



To RECAP the story of Concatenated codes :

- We considered (RS code) o ( Binary Linear Code ontheGV bound)

- Because the inner code is so small , we can find a good one by
brute force in time polyCn) .

- We can be a little more clever with the Justesen Code
,
if we want

something asymptotically good and STRONGLY explicit .

- ( RS ) o ( Binary code on the GV bd ) met the
"

Zyablov Bound !, which was
defined as "

the bound that these codes meet
.

"

- We saw how to use Forney 's GMD decoder to efficiently decode
these codes up to half the minimum distance .

QUESTIONS to PONDER :

① When does code concatenation give distance STRICTLY LARGER
than din . dont ?

② Do there exist concatenated codes on the GV bound ?

SPOILER ALERT : YES
,
see (Thomason 1983] . Ht's a randomized construction)

③ Can we decode these T efficiently ?
SPOILER ALERT: ALSO YES .

Ituses list decoding ,
we may see it later.

④ Can you do betterthan the Zyablov bound for EXPLICIT CODES
with EFFICIENT ALGS ?


