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.

TODAY 'S OCTOPUS FACT

Giant Pacific Octopuses can weigh overAGENDA_ 600 lbs and have an armspan of over

30 feet . The Wolf Octopus generally
weighs less than a gram

and is under

① RANDOM CHANNELMODEL
an inch long .

②
.

SHANNON 'sTHM (statement I

y¥¥°"[wÑ③ CONCATENATED CODES ACHIEVE CAPACITY (BUT. . .) Bii

ago① RANDOM CHANNEL MODEL

• So far
,
we have focused on the trade-off between RATE and DISTANCE

.

• We chose DISTANCE because it nicely captures WORST-CASE
error/erasure tolerance .

• Moreover
,
DISTANCE was nice for applications like compressed sensing and group testing.

• HOWEVER
,
the worst-case error model is pretty pessimistic . This motivates a

RANDOMIZED MODEL. for errors .

No!E.TheRAND0M(orST0CHAShCo-SHANN0N)modelise×tremf

f-
well-studied and wewill largely ignore it in this class

.

See

⇐ zzgyngmaanp.org, or Eezgg ,modern gangway, |
formoreonthisverycooltopict



The model is this :

DEF.
#

A MEMORYLESS CHANNEL W with input alphabetX and outputalphabet Y is

specified by a probability distributionJwgygy.quepnyawiym.sycameow.y.wgwenym.mn
EXA-MPLE-iy-Y-EQ13.am/WlylxI--f#yorpeo./

Thus
,
W flips a bit with probability p . T-

We draw this as
o . • o DEF. This channel is called the¥:i:::i:s:l

EXAMPLE : X={0,13, Y={91,1-3, /
with W given by :

µ, o

o •I DEF. This channel is calledf- . .
t 7*Bni¥¥¥EI - p

a y

That is
, W ERASES a bit with probability p.-1

These channels are "

memoryless
" becausethey act on one bit at a time

,

independently .

Our picture of error correcting codes thus looks like :

female memory less [
decode

yxeyk-ipcey-CH.nl/-sEeyn-Ieyk
codeword
- Korrapled ( hopefully

message facts on each codeword equal to X - --

symbol of c independently .



"""""""""""""""⇐*and decoding map DEC :

y
"
→ Xk

.

Let W be a channel w/ input alphabetY and outputalphabet Y .

The FAILURE PROBABILITY of C on W is at most 2 if
it ✗ c-Xk ,

Pw ( Dec ( WI End✗ 1) ) =/ ✗ ) ⇐ q
-

This is a random
variable which represents
the output of the channel W
on the input ENCLN

.

-

Shannon showed that every channel has a CAPACITY
,

C c- [0, I ]
,
so that transmitting

at rate R-C reliably is impossible , but transmitting at rate Rec is possible .

This is what Shannon 's Theorem says for the BSC :

T(SHANNON'sCHANNELC0DlNGTHMfrtheBÉ
t peso

,

"a) and all e e (o, k- p) , the following holds for large enough n :

in for he 111 - Help+ c-D.nf ,

g.µ, , ,⇐µµ , , +, , ,
..

a. .. .. . ....
.. ,.µ, /i÷""÷÷÷÷:÷÷÷÷:÷:÷""""""the failureprob. can be really tiny .121 If k = [ 11 - Help +e) -n ] , then for all such ENC

,
DEC

,

aka, if the rate is asMidge above 1- Htp),
the failure prob . is at least 42

.



I
✓
mutual information /

ASIDE MoregeneraltyshannonisthmsaysthatthecapacilyofwiscmaxI(É-ts 4 ←what comes
out

on inputs✗ YTftgoesi.gl#
Channel

The proof of Shannon's theorem is best done w/ information theory (see EE 276 ) .

Here's a handwavy
sketch of an argument to prove the BSc case directly :

-
* actually, we'll have to
modify the random code a

bit by throwing out a few

"
"

*
"" """"(1) A random codeworks great for the achievability result .

(2) For the impossibility result, consider dividing up { 0,1 }
"

into a bunch of chunks
,

Dx = { ye { 0,13
"

/ DEC (g) = ✗ } .

to X
.

{ Oil}
"

Now
,
consider what happens to Enck) when it goes through the BSC :

✓The corrupted version is
REALLY likely to end up
in this annulus

,
Sx

.

"

"

i
.
.

.
. .
,
.
.

"
"

. .
-
.
-

'

'

"

"

Thus
,
we better have that most of Sx is contained in Dx

,
or there would be

some big probability of failure .

.
a.

|



pf sketch ctd .

But then we should have
,
for all X :

" ' ( { Volf.
"

f- radiant- 2
""("

Z
"

-
.
.

heremeans
"

biggerish than
"

So then how
many Dx 's could possibly fit in {0,15 ? At most 2¥ .µµ=2

" """?

So 1C / I 2 " "
- """

,
so RE 1-Hlp) for so]

.-1(
www.g.n.p.w.g.nu.
R

,
- ifeng.IM -

"

www..it
→

÷:÷÷÷÷÷÷here
.
Now I have p,

the errors are worst-case
.

Somewhere in here

if we want to do it efficiently from
worst-case errors

.

Natural question: what ifIwant to efficiently decode from randomerrors?



③ CONCATENATED CODES achieve CAPACITY

THMI.to?eveypandeveyec-(O,1-Hzlp1).andaHlargeenoug&

(
"""" """ """"

"""" """""""""
so that :

(a) C can be constructed in time polyln ) + 201%5
)

(b) C can be encoded in time 01h2 )

(c) There is a decoding alg DEC for C that runs in time

poly In ) t n 20143
)www.gnu.png.g.y.m.m.mw.gg#/

Thus
,
this code

"achenes capacity
"

on the BSC
,
in the sensethat the

rate can get arbitrarily close to 1- Help!
-

DRAWBACK ! As the rate gets close to 1- Help) , the running time of these /
f-algorithmsblowupEXPONTALLYintk.vn

ether or not this could be avoided ✗Nith efficient algs ) was open for a long
time . . . but then in 2009 trikan introduced POLAR CODES Which

will do it
.
We might talk about polar Cocks later in class-% And if not, it's a great project topic !

But for now let's prove for , sketch the proof of ) this theorem .

It turns out
,
we've already seen the answer! Concatenated codes !



PROOF SKETCH for the THEOREM:

Choose aparameter J TBD
.

CODE CONSTRUCTION : Concatenated Codewith :

Code Dimension Blockten
.

IEl Rate DecodingTime other

lii:i÷:÷:Coat front hout 2K" t - Elz Tout ( now. )
I

← Both Cinandcout

We'll see how to get these in amoment . . .
will be linear

RATE is R = ( I - Help) - Ek ) - H - Ek ) 3 I - Hzlpl - E .
I

DECODING ALG is the one that wasn't a good idea last week :

#

#

Given Cy" . ... yn. c- ft "" )
""

I :::÷÷÷i÷÷÷÷:::::m÷÷÷÷:::¥::*:c: ". I
RETURN (DECout (y

' ) )

-

Say DEC in takes time Tink) , DECout takes timeTout (n).
Then the decoding time is

DECODINGTIME -- O ( hout . Tin ( kin ) t Tout ( rout)) -TBD

ENCODING TIME = 01h ' )
,
since the code is linear

CONSTRUCTION TIME : TBD



ERROR PROBABILITY :

Say that Coat has relative distance 8 .

Then

P{ decoder fails } = Bf >y-n blocks are incorrectly decodedby Cin )

for a fixed block i
,
P { Cin decodes the ith block incorrectly } E 812 .

]

jgipiqndgnt/(BSCHIB.SC/iT)BSCliT)BSC#
So P{ 3g blocks are in error }

⇐ It Ciii Ikin.fi!:3 > y }

an.

Pl n÷ 'S it Ifociiaohcitsi } > z.IE#EiontHs:n..a.i.is..g1)
"

CHERNOFF BOUND! E exp ( - Jo nout 16 )

So the error probability is indeed exponentially small. FUN EXERCISE: A random

linear code of rate Http-Ek
(probably) has fail prob . 2-Ole

'

!
But now . . . .

What codes to use for Cin
,
lout ??

( soghngowseeknkowinfffHI.tt )
✓

EXISTS a binary linear code
thatworks

.INNER CODE : Just like before
,
let's try ALL the binary linear codes .

Construction TIME : 204in )
: there are Ik"

'""
codes to check

,
and it takes

time 2km 20h" ) to compute the error probability
for each one?#adenoid timeto compute

that
might be

DECODING TIME : 20(
kin ) to try all the

transmitted
°

#o.pt?ik7IfDECinlyHc}

codewords and find theclosest one
.



OUTER CODE :

TRY 1 : REED- Solomon
. Actually, NO ! Like we saw lastweek

,
this would require nout =

2h"
but then the construction time would be 201kin )

= no!!Shout !
and we get a quasipolynomial- time construction.

Before
,
we got around this by coming up witha slightly better

construction of Cin
,

that took time 201km ) instead of
204in )

.

Here
,
we'll mess with theouter code instead .

TRY 2 : BINARY CODES on theZYABLOV BOUND
.

Meta- logic : We need an efficiently encodableldecodabk asymptotically good code .
So far

,
we have seen :

• RS CODES BAEWe just said NOT this .

• Concatenated RS CODES hasBetterbethis
.

So let Coat be an explicit
'

binary code on the Zyablov bound .

IT#\ ↳traction from LECTURE7
-I

in fail
,--

+ forget about the blocks

-
This stuff ah:en'Itai

't

'tMake new blocks
dies::&.in#..aQ.ae.nw.Jn::si:nIiiesnnoFtettivecode

// worse whenwe dothis
.-

since the rateand distancedon't getworse, this code STILL lies at or above the Zyablovbd .
To decode

, just run the red stuff backwards and then use thedecoder from Lee
.7

.

&



PARAMETERS :

• Choose Coit to be a binary code on the Zyablovbd (from Lecture -7) .
• Choose kin = 0-(109%1) ←This is what we needed for the inner code

to exist
.

• Make lout E ft. )
""

by chopping up Coutinho chunks of size Lin .

• Now let's picky . We have

8out = It - ¥ H'
' (t - r ) ← Zyablov Bd

(
Rateof T

this was the

the RS code rateof Cin
'

on the

on prev. page. Previous page - NOT Cin
in our construction

and recall we want Sont = 28 .

So choose Rrs = I - 2B and rat. H'll -r) =D
,
-

Thismeans r -- l - Olrrlgllg))
and that implies

Rout = Rrs or = It - 28kt - ocrylglyy ) ) )
= I - O(My lgllly ) ) .

Wewanted Rout 31 - Ek
,
which means that we should choose I sit .

Ek = Off ly('tr)) .

8=063 ) works, so let's do that
.



With our choice of f -- e? let 's go back and compute stuff .

Dimension Blockten
.

IEl Rate DecodingTime

÷"'"i""i""I:÷÷÷÷:Moat
Coat bout of

2k" t - Ek Tutino! - polylnout)
#

So :

DECODINGTIME -- O ( nout . Tin (ki. ) t Tout (now. )) = poly (n) t n
. 201 Y'

""E)

FAILURE PROBABILITY : exp ( - f - hunt 16 ) =

exp ( -D (8j.IT/)=expf-rCe5-n)) .

CONSTRUCTION TIME : 20h ) t poly(nut) = 20154194"") + polyIn)
= 201"E" tpolyln).

and this gives all thethings we claimed.

QUESTIONS to PONDER :

①Which model (Shannon or Hamming) do you find more compelling?

② Flesh out the details of our proof of Shannon's Thin for the BSG .

③ Why do we ask for failure probability 2-
r" ? Is Ynioooo okay?

④ Can you make the (something) ORS approachwork for acheiving capacity on
the BSC ?


