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INV ITED
P A P E R

Representations and Algorithms
for Force-Feedback Display

By Miguel A. Otaduy, Member IEEE, Carlos Garre, and Ming C. Lin, Fellow IEEE

ABSTRACT | ‘‘Haptic rendering’’ or ‘‘haptic display’’ can be

broadly defined as conveying information about virtual objects

or data to a user through the sense of touch. Among all

applications of haptic rendering, force-feedback display of

contact interactions with rigid and deformable virtual models

through the sense of touch has matured considerably over the

last decade. In this paper, we present a general framework for

force-feedback display of rigid and virtual environments, and

we outline its major building blocks. We focus on computa-

tional aspects, and we classify algorithms and representations

successfully used in the three major subproblems of force-

feedback display: collision detection, dynamics simulation, and

constrained optimization. In addition, force-feedback display is

an integral part of a multimodal experience, often involving

both visual and auditory display; therefore, we also discuss the

choice of algorithms and representations for force feedback as

a part of multimodal display.

KEYWORDS | Collision detection; contact modeling; force-

feedback display; haptic rendering; physically-based simulation

I . INTRODUCTION

Humans explore the surrounding environment predomi-

nantly through the visual, auditory, and somatosensory

systems. The human somatosensory system can be divided
into proprioception, which includes the sensation of muscle

movement and joint positions, and touch, which includes

tactile cues to sense temperature, pain, etc., and force

feedback, which senses pressure and contact. Force
feedback, in turn, can be classified into cutaneous cues

perceived at the skin and kinesthesia perceived at muscles

and joints. In his classic paper, ‘‘The ultimate display’’ [1],

Sutherland first introduced the ground-breaking vision of a

truly multisensory virtual environment, which ‘‘should

serve as many senses as possible.’’ Sutherland argued that a

virtual environment should integrate touch in addition to

sight and sound.
For more than 40 years, many researchers have been

pursuing this vision of the ultimate display, where force

feedback is used to identify and manipulate digital
representations of objects that have no tangible physical

presence in a virtual world created with a computer system.

By extending the frontier of visual computing, haptic
rendering or haptic display broadly refers to a computational

process where a user interacts with a computer (generated)
system and experiences a virtual environment through the

sense of touch [2]–[6]. More specifically, haptic rendering

enables a user to feel, sense, and explore virtual objects or

other digital content through a mechanical haptic device.

The device displays computer-controlled forces reflecting

the user’s interaction with virtual objects to provide

tangible manifestations of their digital representations.

Despite the early conception of haptic display, it was not
until the early 1990s that touch-enabled interfaces and haptic

rendering finally began to receive considerable attention as

an effective human–computer communication interface.

Haptic rendering has since then made broad impact across

several domains, such as scientific visualization [7], virtual

prototyping [8], nanomanipulation [9], medical training

[10]–[12], painting [13]–[15], sculpting [16], [17], music

synthesis [18], and digital media control [19].
Fig. 1 illustrates the adoption of force-feedback display

on three diverse examples. On the left, the user interacts

with a mixed-reality environment that combines real and
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virtual objects [20]. In addition, image-space techniques

are used to visually remove the haptic device from the

scene and seamlessly integrate the user’s real hand and the
virtual tool. Force feedback makes the interaction more

natural, allowing the user to adapt the applied forces to the

motion of the objects through fast sensorimotor control. In

the center image, a user explores the filiform neural

structure of a fly consisting of more than 8000 branches

[21]. In this case, force feedback constrains the navigation

to filiform structures, enabling the user to easily follow

desired paths. On the right, force feedback enhances the
exploration of CT data of the visible man’s head [22].

Relevant features are easier to identify by constraining the

user’s motion to isosurfaces in the data.

In all these examples, force-feedback display identifies

the regions of interest in the digital content or virtual

environment based on the user’s interaction; computes

contact locations; formulates nonpenetration constraints;

computes the resulting feedback forces; and displays these
forces through a haptic device. Therefore, a typical force-

feedback display algorithm would consist of a fast collision-

detection algorithm, robust dynamic simulation of object

motion, and efficient constraint-solving techniques.

In the rest of this paper, we first give an overview of the

interaction paradigms of haptic rendering. Next, we focus

on one area of haptic rendering, the force-feedback display

of contact with rigid and deformable virtual models or
data. Other areas of haptic rendering, such as cutaneous

display of surface properties, are outside the scope of this

paper. We present a general framework for force-feedback

display, discussing both hardware and software issues, and

then we focus on computational aspects of force-feedback

display from a multimodal perspective. In Section IV, we

describe representations used in each subproblem with the

objective of optimizing the efficiency and performance of
the algorithms. In Section V, we describe and classify

successful algorithms for dynamic simulation, constraint

satisfaction, and collision detection in force-feedback

display. To conclude, we highlight some ongoing research

directions and remaining problems.

II . INTERACTION PARADIGMS

Given the types of force-feedback devices available at the

time, earlier force-feedback display algorithms focused

mostly on interaction between the haptic probe and a

virtual environment via a point contact in 3-D space. This

interaction metaphor is commonly referred to as three-

degree-of-freedom (3-DoF) haptic rendering. Some of the

well-known techniques to model the point probe interac-

tion with rigid objects include the god object [23], virtual
proxy [24], and ideal haptic interface point [25]. Other

techniques based on the point–object interaction paradigm

have also been proposed for 3-DoF haptic rendering of

deformable objects [26], 3-DoF haptic visualization of

volumetric data [7], [27], and texture rendering [28]–[32].

The early point-based paradigms were extended to ray-

based techniques to account for continuous trajectories,

both in the interaction with rigid objects [33] and with
deformable objects [34].

More recent haptic devices enable the rendering of

both forces and torques arising from the interaction

between two 3-D objects. Algorithms for rendering such

interaction are commonly referred to as 6-DoF haptic

rendering. Many different methods have been proposed

under this interaction paradigm, varying based on

collision-detection algorithms, surface representations,
dynamic simulation algorithms, or constraint satisfaction

methods. One of the earliest 6-DoF rendering algorithms

used a point-shell sampling technique [8], and other

methods featured smooth surface representations [35],

polygonal collision detection [36], normal cones [37], fast

local penetration depth computation [38], multiresolution

representations [39], textured surfaces [40], quasi-static

Fig. 1. Examples of force-feedback display. (Left) Tool-based interaction with mixed-reality environments [20]. (Center) Navigation along

filiform neural structures [21]. (Right) Exploration of volumetric CT data [22]. The three examples base the rendering algorithm on the

same principle: a probe tracks the haptic interface subject to data constraints, and feedback forces are displayed as a function of the

deviation between the probe and the haptic interface.
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dynamics [41], combination of impulsive and penalty-
based response [42], implicit integration for penalty-based

contact [43], or constraint-based dynamics [44].

The 6-DoF haptic rendering paradigm has also been

extended to account for the interaction between deform-

able models. Cotin and Delinguette introduced the use of

finite element models for haptic rendering of deformable

objects [45], and later methods include data-driven,

precomputed force models [46], [47], constraint-based
dynamics [48], [49], finite element models for object–

object interaction [50], time-critical rendering with sphere

trees and reduced models based on modal analysis [51],

and handle-space force linearization [52].

More recently, hand-like haptic devices have driven the

attention to haptic rendering methods of full-hand

interaction. Some enable the user to grasp virtual objects

with springs for force feedback [53]; others add skinning of
a hand model [54], a proxy-type skeleton and two-handed

manipulation [55], localized soft finger models [56], or a

full-hand model with articulated skeleton and deformable

flesh [57].

III . A HAPTIC RENDERING FRAMEWORK

A haptic rendering system offers a bidirectional exchange
with the user; therefore, the combined rendering-and-user

system can be regarded as a closed-loop system. In

practice, time delays in the actuators and/or the haptic

rendering algorithm can cause instabilities in the closed-

loop rendering-and-user system. The user and the device

constitute a continuous-time subsystem, while the digital

control and the rendering algorithm constitute a discrete-

time subsystem. Therefore, the combined rendering-and-
user system falls in the category of sampled-data systems
[58], and stability analysis of haptic rendering requires the

application of control theory for such sampled-data

systems.

Computational limitations of the haptic rendering

algorithm, together with electromechanical limitations of

the device and actuators, lead to a tradeoff in haptic

rendering: fidelity must be frequently sacrificed for
stability. To guarantee stability, the mechanical impedance

rendered by the system must be limited. The concept of

Z-width [59] defines the fidelity of a haptic rendering

system, i.e., the range of mechanical impedances that it can

render in a stable manner. In this section, we present a

haptic rendering framework that optimizes the stability–

fidelity tradeoff in a simple manner by exploiting

modularity. As discussed by Colgate et al. [60], a haptic
rendering system is guaranteed to be stable if it is composed

of discrete-time passive modules. Then, the representa-

tions and algorithms of the various subproblems of haptic

rendering can be designed with the objective of maximizing

fidelity while preserving discrete-time passivity. We do not

cover in depth the topic of stability in haptic rendering, and

we refer the reader to the work on passivity control, e.g., by

Adams and Hannaford [61] and Kim and Hannaford [62]. It
is worth mentioning that there are other approaches which

increase fidelity, such as rendering of event-based feedback

[63], although these are not detailed in this paper.

To start our discussion of the haptic rendering

framework, let us specify the mechanical variables

exchanged between the actuator control loop and the

rendering algorithm. An impedance-based control strategy

[5] senses the configuration (i.e., positions and orienta-
tions) of the user input and displays contact/interaction

forces, while an admittance-based control strategy senses

forces applied by the user and controls the configuration of

the haptic device. There are also hybrid approaches [61].

Different control strategies are subject to different fidelity

limitations. For example, impedance-based control cannot

render high stiffness, while admittance-based control

cannot render low inertia. We will assume an imped-
ance-based control for the rest of the discussion, although

the haptic rendering framework proposed here can be

easily modified for other control strategies.

The force-feedback display algorithm interfaces with

the haptic device and computes the appropriate output

force based on the digital content and the current

configuration of the user. The configuration of the user

may be sensed by tracking the end effector of the haptic
device, whose world-space coordinates are then trans-

formed into the virtual workspace of the digital content.

Forces computed in the virtual workspace need to be

transformed back to world space. The dimensions of the

two workspaces need not match, and intelligent navigation

algorithms may be used to make the mismatch transpar-

ent to the user [64]–[66]. We denote the configuration of

the haptic interface as qh, and the feedback force as F,
both expressed in the reference system of the virtual

workspace.

The force-feedback display algorithm for the three

examples in Fig. 1 is based on the same principle: a probe

qp in the virtual workspace tracks the configuration of the

haptic interface qh, but its motion is constrained by the

digital content. Feedback forces F are computed as a

function of the deviation between the probe and the haptic
interface. In the mixed reality example, the configurations

of the end effector of the haptic interface and the virtual

tool are clearly depicted, and the tool is constrained by the

surfaces of other (virtual or real) objects in the scene. In

the other two examples, the haptic interface is shown in

green and the probe is shown in red. The probe is

constrained to the filiform structure in one case, and to a

dynamically extracted isosurface in the other. Constraint-
based haptic rendering, pioneered by Zilles and Salisbury

[23], provides very intuitive interaction with the digital

content in a conceptually simple manner. The user

perceives surfaces through the display of normal forces

that prevent the user’s motion to violate surface con-

straints, and the haptic exploration is naturally guided by

the user’s intent.
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Fig. 2 illustrates a general algorithm for constraint-

based force-feedback display. Given the previous config-

urations of the probe qpði� 1Þ and the digital environment

qeði� 1Þ at time i� 1, the first step extracts (local)
constraints of the environment, formulated as Cðqe;
qpÞ � 0. The second step computes the new configuration

of the probe qpðiÞ by minimizing the distance to the

current configuration of the haptic interface qhðiÞ. If

the environment is moving, the new configuration of the

environment qeðiÞ is computed in this step too. Finally,

the third step computes the feedback force FðiÞ as a

function of the distance between the haptic interface and
the probe. The subproblem of constraint definition can

be classified in general as collision detection, and is

discussed in more detail in Section V-C. The subproblem

of probe optimization has been formulated in multiple

ways, although it can be classified in general as a problem of

contact modeling and resolution, and is discussed in detail in

Section V-B. The solution to this problem depends also on

the choice of model for the environment, which is
discussed in Section V-A.

As discussed earlier, the framework follows a modular

approach to simplify the design of a stable haptic rendering

system. Colgate et al. [60] described a general approach to

ensure stability in haptic rendering which relies on the

passivity of the haptic probe simulation. Stability guaran-

tees are then easily enforced through the parameters of a

viscoelastic linkage [i.e., a proportional–derivative (PD)
controller], referred to as virtual coupling, which connects

the probe and the haptic interface. The integration of

constraint-based force-feedback display with virtual cou-

pling has been widely adopted in diverse settings,

including 6-DoF haptic rendering [8], [43], [44], interac-

tion with deformable bodies [49], [51], [52], navigation

through filiform data [21], and exploration of volume data

[22], [27]. The various algorithms differ in the properties
and characteristics of the digital content and the type of

optimization methods to compute the configuration of the

probe, as described in Section V.

IV. REPRESENTATIONS FOR A
MULTIMODAL SIMULATION

In most applications, haptic rendering is part of a richer
multimodal experience involving visual (and possibly

auditory) rendering of digital content. Therefore, this

section provides an overview of some of the key perceptual

aspects for visuohaptic rendering and describes suitable

representations for the various subproblems to be solved.

A. Multimodal Interaction Principles
Visual rendering requires update rates of approxi-

mately 30 Hz. The haptic kinesthetic system has a band-

width of 20–30 Hz, while the closed-loop human motor

control system has a bandwidth below 10 Hz [67]. Such
low bandwidths seem to suggest that haptic update rates of

approximately 30 Hz are sufficient, but the stability of the

combined haptic rendering and controller places more

stringent conditions. Tactile sensitivity has a much higher

bandwidth than the motor control system, and rendering

instabilities can be haptically perceived. The haptic update

rate determines the time delay of the haptic rendering

process, which effectively limits the contact stiffness that
can be rendered in a stable manner [59]. A haptic update

rate of 1 kHz is often considered as sufficient for rendering

rigid, hard contact, although higher rates have shown to

improve the perception of rigidity [68].

The different update rate requirements of visual and

haptic rendering suggest separate representations, placing

resources where needed. When both visual and haptic cues

are present, human perception is dominated by the most
salient and/or reliable modality [69]. When contact with

an object is perceived both visually and haptically, the

visual modality dominates the haptic modality if the object

is clearly visible. This observation can be leveraged for the

design of efficient representations for visuohaptic render-

ing. Due to stability conditions and high update rate

requirements, haptic representations will often be limited

Fig. 3. Examples of haptic palpation of a human shoulder model. The

probe is constrained by the coracoacromial ligament and deviates

from the haptic interface (shown in white), indicating a moderately low

haptic stiffness. However, the user experiences the illusion of stiff

contact thanks to visual dominance.

Fig. 2. General framework for constraint-based force-feedback

display. The environment and the probe are simulated as

part of the rendering algorithm, while the haptic interface is

handled by the user.

Otaduy et al. : Representations and Algorithms for Force-Feedback Display

4 Proceedings of the IEEE |



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

to moderately stiff objects with low-resolution geometry.

Visual rendering, on the other hand, allows the use of stiff

objects with high-resolution geometry. As long as contact

events are synchronized, users will experience the illusion

that the haptically perceived stiffness is as high as the
visually perceived one.

In the haptic rendering algorithm illustrated in Fig. 2,

the user perceives haptically the stiffness of the viscoelas-

tic virtual coupling between the probe and the haptic

interface. This stiffness is limited by stability conditions.

On the other hand, the user perceives visually the stiffness

of the environment objects touched by the probe. Fig. 3

shows two examples of haptic palpation of a human
shoulder model. The probe tracks the haptic interface

(whose configuration is shown in white), but is constrained

by the coracoacromial ligament. Despite the large deviation

between probe and haptic interface, which indicates a

moderately low haptic stiffness, the user experiences the

illusion of stiff contact, due to visual dominance.

B. Representations for Visual Simulation
A visual simulation of a virtual environment encom-

passes several important tasks: 1) simulation of the motion

of virtual objects; 2) visual rendering; and 3) detection and
resolution of collisions among virtual objects. Each of

these tasks has different requirements and calls, therefore,

for different representations. The motion representation

plays a central role, as it serves as input for the other

representations.

1) Motion Representation: Motion is described by a

vector of generalized coordinates q and a vector of
generalized velocities v ¼ dq=dt [71]. The choice of

coordinates for an object must reflect its mechanical

properties. For a rigid body, it is sufficient to represent the

motion with the position of the center of mass and the

orientation of a frame of reference attached to the center

of mass. Thus, generalized velocities are given by the

velocity of the center of mass and the angular velocity of

the frame of reference. For deformable bodies, on the

other hand, a common option is to discretize the

continuum volume with discrete, finite elements, sample

the deformation on nodal positions, and then describe the
deformation inside the elements through interpolation

using appropriate basis functions [72]. The motion

representation of a rigid body is compact and allows an

efficient computation of dynamics, making it well suited

for haptic rendering. For deformable body representations,

on the other hand, care must be taken to choose an

appropriate resolution of the discretization, balancing

computational cost and the accuracy of the deformations
[73], [74].

2) Visual Rendering Representation: In spite of a low-

resolution motion representation, the overall quality of a

simulation can be noticeably enhanced by decoupling the

visual rendering representation. The visual representation

typically consists of a high-resolution triangle mesh. The

3-D positions of its n vertices can be concatenated in a
vector pv 2 IR3n. Then, the positions and velocities of the

visual rendering representation can be related to the

motion representation in a compact manner as

pv ¼ f vðqÞ
dpv

dt
¼ @f v

@q
v: (1)

For rigid bodies, function f v represents the rigid transfor-

mation of each vertex. For deformable bodies whose
motion is described with a collection of (tetrahedral) finite

elements, f v represents barycentric interpolation for each

vertex. An example of motion and visual rendering

representations for deformable bodies is illustrated in

Fig. 4. The figure shows a model of a human shoulder for

virtual arthroscopy training [70], with different represen-

tations of the coracoacromial ligament. The right image

Fig. 4. Model of a human shoulder for virtual arthroscopy training [70], with three different representations of the coracoacromial ligament

for visuohaptic simulation: (left) textured triangle mesh (1632 triangles) for visual rendering; (center) in orange, low-resolution triangle mesh

(146 triangles) for collision handling; and (right) in blue, low-resolution tetrahedral finite element mesh (279 tetrahedra) for motion dynamics.
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shows, in blue, the motion representation, consisting of
a low-resolution tetrahedral finite element mesh (279

tetrahedra). The left image shows the visual rendering

representation, consisting of a textured triangle mesh

(1632 triangles). The triangle mesh is fully embedded in the

tetrahedral mesh, and the position of each vertex is defined

through barycentric interpolation of the nodes of its

enclosing tetrahedron.

3) Collision Representation: The definition of contact

constraints in the virtual environment requires a surface

representation for collision detection. One option is to use

the same triangle mesh as for visual rendering. However,

since small errors remain imperceptible to the user, a

lower resolution triangle mesh is valid, which reduces the

computational cost of collision handling. In the same way

that we calculated the vertices of the visual representation
in (1), the positions of the vertices of the mesh for collision

handling can be concatenated in a vector

pc ¼ f cðqÞ
dpc

dt
¼ @f c

@q
v: (2)

Fig. 4 shows also the collision representation of the

coracoacromial ligament. The low-resolution triangle
mesh (146 triangles) is embedded in the tetrahedral finite

element mesh, and the position of each vertex is defined

through barycentric interpolation of the nodes of its

enclosing tetrahedron.

A nonpenetration contact constraint for two surface

points pa and pb and surface normal n can be formulated

as nTðpa � pbÞ � 0. In terms of the full collision

representation, the constraint can be defined more
generally as CðpcÞ � 0. Constraints can be enforced

through normal forces, i.e., forces of the form F ¼ Fn.

In terms of the full collision representation, they can be

expressed as F ¼ Fð@C=@pcÞT . However, recall that the

collision representation is guided by the motion represen-

tation; therefore, constraint forces need to be transmitted

to generalized coordinates of the motion representation to

become truly effective

F ¼ F
@f c

@q

T @C

@pc

T

: (3)

With the motion, collision, and visual rendering

representations, all adequately modeled and connected,

the user experiences the interaction with detailed digital

content in a computationally efficient manner. The motion

of the objects is described using low-resolution representa-

tions, but the user perceives the smooth deformation of

high-resolution textured surfaces, and contact is resolved

on surfaces that geometrically approximate those ones
being displayed.

C. Haptic Representation
According to the constraint-based haptic rendering

algorithm presented in Section III, the user perceives the

digital content through the viscoelastic virtual coupling.

In a straightforward approach with the probe configura-

tion qp updated at the visual rendering rate, the user

would perceive a low haptic stiffness to ensure stability

conditions.

Fortunately, the design of haptic rendering algorithms
can exploit perceptual principles discussed in Section IV-A.

In particular, thanks to visual dominance, a fine visual

representation combined with an approximate haptic re-

presentation can result in an overall perceptual experience

similar to touching the fine representation. This observa-

tion leads to the design of multirate haptic rendering

algorithms. These algorithms execute two separate com-

putational loops: a visual loop at visual rendering rates
employs a detailed representation of the digital content and

computes an intermediate representation [75], which is

evaluated in a haptic loop at haptic rendering rates.

Fig. 5 illustrates a multirate constraint-based haptic

rendering algorithm that extends the one in Fig. 2. The

visual loop simulates both the environment qe and the

probe qp, subject to detailed environment constraints C.

In addition, it computes an approximate version of the
constraints C�, which is passed on to the haptic loop. The

haptic loop simulates, at a higher update rate, another

version of the probe q�p , subject to the approximate con-

straints. In this way, force feedback, computed as a function

Fig. 5. Illustration of a multirate haptic rendering algorithm, with

separate visual and haptic representations. The visual loop

simulates both the environment and the probe, at a low frequency,

and computes a local representation of environment constraints.

The haptic loop simulates only the probe, at a high frequency, and

computes feedback forces.
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of the separation between the haptic interface and the
haptic probe, allows the use of a stiff virtual coupling.

Over the years, various multirate haptic rendering

approaches have been proposed. They span approaches

that use precomputed responses of deformable bodies [45],

use simplified representations of deformable bodies [47],

linearize environment forces for rigid bodies [43], use the

set of active constraints for rigid bodies [44], identify a

rigid handle in the interaction of deformable bodies and
then linearize the coupling force [52], or use the set of

active constraints for deformable bodies [76].

V. SIMULATION OF THE
VIRTUAL ENVIRONMENT

In this section, we first discuss methods to compute the

motion of objects in the virtual environment, including the

probe. Then we consider various formulations of the probe’s

configuration as a constrained optimization problem, and

we discuss several solutions. We conclude with an overview
of collision detection methods for haptic rendering.

A. Motion of the Probe and the Virtual Environment
In the design of a specific haptic rendering algorithm,

the first important choice is to model the probe either as a

massless object or an object with mass. A massless object

moves instantaneously to a target position, whereas an

object with mass accelerates and decelerates, may over-

shoot, or may undergo oscillations. However, modeling a
probe with mass may be interesting for several reasons: it

could simplify computations, increase stability, or simply

represent more realistically the simulated environment.

In the general case, let us consider that both the probe

and the rest of the objects in the virtual environment are

dynamic, and let their configurations be concatenated in a

large vector of generalized coordinates q (and similarly for

their generalized velocities v). Then, the dynamics of the
full environment are described by ordinary differential

equations (ODEs)

M _v ¼ F: (4)

M is the mass matrix of the full system, and F is a vector of

forces that may include gravity, elasticity, viscosity, and

inertial forces.

Given the positions and velocities in the previous

frame, qði� 1Þ and vði� 1Þ, new positions and velocities
are computed through numerical integration of the ODEs.

Implicit integration methods [77] offer a good tradeoff

between stability and computational cost for interactive

simulation, and they are typically the methods of choice in

haptic rendering. However, these methods are nonlinear,

and require the linearization of forces or the use of

iterative solvers such as Newton’s method. With the

backward Euler integration method [77], linearized forces,
and a time step �t, (4) turns into a linear system

AvðiÞ ¼ b

with

A ¼M��t
@F

@v
��t2 @F

@q

and

b ¼ �tFði� 1Þ þ M��t
@F

@v

� �
vði� 1Þ: (5)

The complexity of the linear system A depends on the
mechanical properties of the objects in the virtual

environment. For rigid bodies, the cost is small and the

coordinates of the various bodies can be solved in parallel.

For deformable bodies, the stiffness matrix @F=@q
dominates the cost.

Due to its associated computational cost, modeling of

deformable bodies deserves special attention. There are

multiple choices, including mass-spring systems or con-
tinuum mechanics methods [78], but for haptic rendering,

linear corotational elasticity [79] offers a good tradeoff

between quality and computational efficiency. The stiff-

ness matrix is then sparse, symmetric, and positive

definite, and (5) can be efficiently solved using iterative

methods such as conjugate gradient or direct methods such

as Cholesky factorization. As discussed in Section IV-B,

computational efficiency can be maximized by embedding
a high-resolution visual rendering mesh in a low-resolution

tetrahedral finite element mesh. To maximize the accuracy

of the deformations as well, it is possible to tune nonlinear

basis functions based on high-resolution topological

features and material inhomogeneities [74]. Modal anal-

ysis, which precomputes a small set of global modes that

closely approximate typical deformations, is a powerful

alternative to linear corotational elasticity thanks to its low
constant computational cost [73], [80], [81].

B. Contact Modeling and Resolution
The motion of the probe and the virtual environment is

determined by two major factors: 1) their mechanical

properties, as seen above; and 2) contact constraints. This

second factor is perhaps even more important from the

haptic point of view, as it represents the digital data

perceived haptically by the user. We will describe two

methods to enforce contact constraints, which will lead to

four categories of constrained motion problems.
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Recall the definition of nonpenetration contact con-
straints in Section IV-B. In vector form, multiple

constraints over the combined probe-and-environment

configuration can be expressed as CðqÞ � 0. The method

of soft constraints or penalty-based method formulates a

potential energy as a function of the amount of constraint

violation, and then a force as the negative gradient of this

energy. With a diagonal matrix K storing penalty stiffness

values, the constraint energy is

W ¼ 1

2
CTKC (6)

and the force is

FC ¼ �rW ¼ �rCKC: (7)

Here, we assume that C represents only active constraints,

i.e., those for which Ci G 0. The penalty stiffness must be
high to avoid perceptible interpenetrations, and this

implies the use of implicit integration and robust collision

detection.

The method of hard constraints requires a strict

solution to a constrained optimization problem, as it

leaves the constraints unchanged. In the context of a

Lagrange multiplier approach to optimization [82], it can

be formulated as adding a term CT� to the function to
optimize, where � represents (unknown) Lagrange multi-

pliers. The constraint forces are, in this case

FC ¼ rC�: (8)

Hard constraints are strictly enforced, and other contact

effects, such as friction, can be added more elegantly. Soft
constraints, on the other hand, can be solved with less

computational effort.

Depending on the type of constraints and the mass

properties of the probe, the optimization problem in haptic

rendering can be formulated in one of four ways, as

summarized in the following table:

soft constraints hard constraints

massless probe
(Quasi-)Static
Equilibrium

Distance
Minimization

probe with mass
Penalty-Based

Dynamics
Constrained

Dynamics

1) Static Equilibrium: The configuration of the probe

(and the virtual environment, if it moves) is the one at

which the penalty forces in (7) and all other forces F are at
equilibrium, i.e.,

F� kCrC ¼ 0: (9)

The problem can be slightly modified into a quasi-static

equilibrium by linearizing the forces. Note also that F
includes the force of the virtual coupling, and possibly

other forces such as elasticity of the probe and/or the

environment. A key issue for the success of the approach is

a good balance between the penalty stiffness and the

stiffness of the virtual coupling. The method has been

applied to haptic rendering of both rigid [8] and

deformable bodies [51].

2) Distance Minimization: The configuration of the probe

is defined strictly as the one that minimizes the distance to

the haptic interface, subject to contact constraints, i.e.,

min kqp � qhk; subject to CðqpÞ � 0: (10)

This is the problem described in Section III and solved by

Zilles and Salisbury in their god-object approach [23], and

is well suited for static environments. Constraint forces are

not modeled explicitly, although they may be computed as

part of a Lagrange multiplier solution, as discussed before.

The distance minimization approach is popular for probes

defined as 3-D points or spheres [21], [22], [24]. This

approach is less popular for rigid and deformable bodies
because of the increased nonlinearity and/or the com-

plexity of the distance function, although some solutions

exist [83].

3) Penalty-Based Dynamics: The addition of the penalty

forces in (7) to the dynamics ODEs in (4) leaves the con-

figuration of the probe and the environment as the solution

to the problem

M _v ¼ F� kCrC: (11)

This is a regular dynamics simulation problem with

penalty-based contact forces, and it has been used for

haptic rendering of rigid bodies [43]. With implicit

integration methods, it involves only minor modifications
to the quasi-static equilibrium formulation discussed above.

4) Constrained Dynamics: Contact constraints can be

combined with the dynamics formulation of (4) in

multiple ways. One approach, described by Baraff and

Witkin [84], is to combine them at the acceleration level.

On the one hand, constraints CðqÞ � 0 are differentiated
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twice to obtain constraints on accelerations, d2C=dt2 �
rCT _v � 0. On the other hand, the difference between

constrained accelerations _v and unconstrained accelera-

tions M�1F is minimized. The resulting constrained

optimization problem can be written as

min k _v�M�1Fk; subject to rCT _v � 0: (12)

Introducing the constraint forces using Lagrange multi-

pliers, the constrained accelerations of the probe and the

environment are obtained by solving the equivalent

problem

M _v ¼ FþrC�; subject to rCT _v � 0: (13)

The accelerations are then integrated to obtain the probe

and environment configurations. This approach has been

followed for haptic rendering of rigid bodies [44], and it

can be regarded as a dynamic extension of the original god-

object approach [23]. However, it requires additional

stabilization to avoid drift.

An alternative approach is to combine contact con-

straints and the dynamics formulation at the velocity level.
On the one hand, the constraints are linearized and

integrated (e.g., with backward Euler) to obtain con-

straints on velocities Cði� 1Þ þ�trCTvðiÞ � 0. On the

other hand, the unconstrained accelerations are integrated

as in (5) to obtain unconstrained velocities A�1b, and

their difference to constrained velocities v is minimized.

The resulting constrained optimization problem can be

written as

min kv�A�1bk;
subject to Cði� 1Þ þ�trCTvðiÞ � 0: (14)

Using the Lagrange multiplier formulation, the con-

strained velocities of the probe and the environment are

obtained by solving the equivalent problem

AvðiÞ ¼ bþrC�;

subject to Cði� 1Þ þ�trCTvðiÞ � 0: (15)

This approach has been applied to haptic rendering of both

rigid and deformable bodies [49], [52].

A final important point to note is that additional

constraints are typically added to both formulations in (13)

and (15). Contact forces � are enforced to be positive (i.e.,

repulsive), and inactive contact constraints cannot apply

force. The resulting constrained problem is called a

complementarity problem [85]. With high-resolution de-
formable bodies, solving the complementarity problem

often becomes the bottleneck of haptic rendering;

therefore, much effort has been devoted to the design of

efficient solutions [86], [87].

C. Collision Detection
For haptic rendering, the goal of collision detection is

to identify relevant nonpenetration constraints for mod-
eling the local boundaries of objects in contact. Two major

approaches have been used for collision detection in haptic

rendering, due to their computational efficiency: 1) point

shell versus distance field queries; and 2) bounding

volume hierarchies for triangle meshes. In both ap-

proaches, each contact is described by a point on each

object, a distance or penetration depth, and a direction or

contact normal.
A distance field stores the distance to the closest point

on the surface of an object in a grid, and possibly the

distance gradient. For rigid bodies, distance fields may be

precomputed, in which case the computation of penetra-

tion depth of a point inside a rigid body becomes trivial.

When querying for collision between two objects, one of

them is represented by a distance field, and the other

object is represented by a collection of point samples on its
surface, i.e., a point shell. Hierarchical storage of the point

shell accelerates queries thanks to hierarchical culling

[51]. Although mostly used for rigid bodies, distance fields

can also be applied to deformable bodies by approximation

of finite-element deformations [88], by approximation of

modal deformations [51], or by fast recomputation [89].

Bounding volume hierarchies allow hierarchical culling

in object–object collision detection queries, quickly
narrowing down the search for contact points to the

regions in close proximity. Queries between rigid bodies

can take advantage of hierarchies based on oriented

bounding boxes [90], while queries between deformable

bodies are often solved efficiently with hierarchies of axis-

aligned bounding boxes, which can be updated in linear

time [91]. Bounding volume hierarchies can also be used to

answer continuous collision detection queries, which
identify the first time of contact [92], [93]. Finally, it is

worth noting that hierarchical data structures, either based

on bounding volumes [39] or on point shells [51], allow

interruptible collision detection with a guaranteed upper

bound on the computational cost.

VI. OUTLOOK

As we have surveyed in this paper, force-feedback display

of rigid and deformable models has matured considerably

in the last decade. For rigid and deformable bodies that

retain their topology during haptic interaction, precom-

puted data structures can greatly accelerate haptic

rendering. However, other models with topological

changes due to fracturing, cutting, tearing, drilling, or
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milling [94], or even fluids [95], can present new

computational complexity. These models are of significant

interest for many applications, such as planning of surgical

procedures, training for routine maintenance, etc.

Overall, achieving high fidelity in haptic rendering is
still an unsolved issue, due to the tradeoff with stability. An

interesting trend toward increased fidelity is to measure

haptic data from the real world and use these data directly

in the design of haptic rendering models [96].

Most of the progress in haptic rendering in the last

years has targeted kinesthetic feedback from tool-based

interaction. Cutaneous feedback from direct-hand inter-

action, on the other hand, needs still further progress, both
on the mechanical and computational ends. Fig. 6 shows

an exoskeleton device with tactile feedback on the

fingertips, and recent results of interactive hand simula-

tion [57]. Computation of feedback forces for grasping and

manipulation tasks like the one shown in the middle image

is possible thanks to the simulation of the hand’s soft

tissue, its articulated skeleton, and their two-way coupling.

Haptic rendering of detailed finger deformations like the
one in the right image requires combined kinesthetic and

cutaneous feedback.

Another topic that deserves more attention is the

seamless integration of audio, haptic, and visual rendering.

Although the state of the art for sound production still

relies on the use of prerecorded sound clips triggered by

events, physically-based sound synthesis has been receiv-
ing increasing attention, as it can naturally provide less

repetitive sound effects that closely correlate with various

events and automatically capture the shift of tone and

timbre due to object interaction, material variation, and

object geometry [97]. Furthermore, physics-based sound

synthesis can integrate well with haptic rendering, as they

both rely on similar dynamics computations. However, the

integration of auditory, visual, and haptic representations
to produce consistent and coherent multimodal interaction

that minimizes cross-modal disparity has not received

sufficient investigation. Recently, Ren et al. [98] proposed

a three-level representation for both visual and auditory

display that minimizes visual–aural disparity caused by

texturing, lighting, and shading. Extending such an

approach to develop a unified representation for audio,

haptic, and visual display could help to enhance cross-
modal perception and improve the overall performance of

multimodal display. h
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