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Anti-social behavior s a fact of life In social computing systems.

Trolling I1s purposeful; flaming may be due to a momentary lack of
selt-control.

[he environment and mood can influence a user's propensity to

engage In anti-social behavior: but (nearly) anybody, given the wrong
circumstances, can engage In flaming,

Changing the environment, allowing mood to pass,

and allowing face-saving can help reduce anti-social
behavior:

Dark behavior exists: be prepared to respond.



A story of Facebook’s
content moderation

Adler, Abumrad, Krulwich 201 8]



No pornograpny.

S )

VWhat counts as pornography?

Fine. No nudity.

R /

But then...what's actually nudrty?
And what's not! What's the rule?

No visible male or female genrtalia.
And no exposed female breasts.
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Mums furious as Facebook removes
breastfeeding photos

Mark Sweney

¥ @marksweney CJEmail
Tue 30 Dec 2008 08.17 EST

f v &

Facebook has become the target of an 80,000-plus protest by irate
mothers after banning breastfeeding photographs from online profiles.

Facebook's policy, which bans any breastfeeding images uploaded that
show nipples, has led an online profile by protestors - called "lactivists"
in some circles - called "Hey Facebook, breast feeding is not obscene".




Fine. Nudity means the nipple ana
areola are visible. Breastfeeding
blocks those.

PARENTS 16/03/2015 10:12 GMT | Updated 30/03/2015 11:59 BST

Facebook Clarifies Nudity Policy:
Breastfeeding Photos Are Allowed (As
Long As You Can't See Any Nipples)

Rachel Moss
The Huffington Post UK

As the public breastfeeding debate rages on, Facebook have updated

their nudity policy to clarify their stance on breastfeeding photos.

'‘Brelfies' (that's breastfeeding selfie for the uninitiated) are permitted

on the site, as long as they do not show the mother's nipple,



Fine. Nudity means the nipple ana
areola are visible. Breastfeeding
blocks those.

Moms still pissed: their pictures of
them holding their sleeping baby
after breastfeeding get taken down.

Wait but that's not breastfeeding

Hold up. S0, It's not a picture of me
at college as soon as | get handed
my degree at graduation?




~orget It. It's nudity and disallowea
unless the baby Is actively nursing.

ZPDNet

IC) MUsT READ: SHA-1 collision attacks are now actually
practical and a looming danger

Facebook clarifies breastfeeding photo
policy

Facebook has clarified its policy when it comes to
photos of breastfeeding: only photos of babies
actively nursing are allowed. Everything else Is
considered nudity and will be taken down if

reported.




OK, here’s a picture of a woman In
her twenties breastfeeding a
teenage boy.

FINE. Age cap: only infants.

OK, then what's the line between
an Infant and a toddler?

T 1t looks big enough to walk on its
own, then It's too old.

But the WHO says to breastfeed at
least partially until two years old.

NOPE. Can't enforce It. o:




Right, but now ['ve got this photo
of a woman breastfeeding a goat.

.. What!

t's a traditional practice in Kenya. If
there's a drought, and a lactating

mother, the mother will breastfeed
the baby goat to help keep It alive.




“This 1s utilitarian document.
t's not about being right one
hundred percent of the time,
t's about being able to
execute eflectively.



Tarleton Gillespie, In his book Custodians of
the Internet [2013]:

Moderation Is the most
mportant commodity of any
soclal computing system.



Today

Approaches to moderation
Does moderation work?

Regulation and Safe Harbor



Moderation

“Three imperfect

solutions’’
h/t Gillespie [2018]




Three imperfect solutions
| Gillespie 201 8]

Pald moderation: thousands of paid contractors who work for the
platform reviewing claims

Community moderation: volunteers in the community take on the
role of mods, remove comments, and handle reports

Algorithmic moderation: Al systems trained on previously removed
comments predict whether new comments should be removea

tach with their pros and cons



Report X

Paid moderation ...

If someone is in immediate danger, get help before reporting to Facebook.

Rough eS-tima-teS: Nudity Violence Harassmen t
Suicide or Self-Injury False Information Spam
~ 15,000 contractors on Facebook and — i
nauthorized Sales ate Speec erroris m
Instagram [Newton 2019
Voter Interference Q Something Else

~40,000 contractors on TikTok
Reuters 2025] THE VERGE

Moderators at Meta are trained on THE TRAUMA

over |00 manuals, spreadsheets and FLOOR
'ﬂOWChartS -I:O ma‘<e Judgments abOu-t Thesecretli|vesofFacellnookmodefatorsinAmerica
flageed content.

lllustrations by Corey Brickley | Photography by Jessica Chou




Paid moderation

“Ihink like that there Is a sewer
channel and all of the mess/dirt/
waste/shit of the world flow . |

Microsoft staff 'suffering from
towards you and you have to clean PTSD'

Tech

"))
|'t Dave Lee
: North America technology reporter

- Paid Facebook moderator
[ Chen 2017/]




Paid moderation

Strengths

[rained reviewers check claims, which helps avold brigading ana
supports more calibrated and consistent outcomes

Weaknesses

Major emotional trauma and P 15D for moderators

Evaluators may have only seconds to make a snap judgment



Community moderation

Members of the community, or © reddi
moderators who run the community, Moderator Guidelines for Healthy

- Communities
handle reports and proactively remove

Effective April 17, 2017.

comments Engage in Good Faith

Healthy communities are those where participants engage in good faith,
and with an assumption of good faith for their co-collaborators. It’s not

Exam p ‘ e S : Re d d i-t, TW i_tC h 7 D i S C O rd 9 I: i ZZ appropriate to attack your own users. Communities are active, in relation

to their size and purpose, and where they are not, they are open to ideas
and leadership that may make them more active.

[t's best practice for the moderator Management of your own Community

Moderators are important to the Reddit ecosystem. In order to have

team to publish their rules, rather than
let each moderator act unilaterally Community Descriptions

Please describe what your community is, so that all users can find what
they are looking for on the site.

MENU —

Clear, Concise, and Consistent Guidelines:




Community moderation

| really enjoy being a gardener and cleaning out the bad weeds and
bugs In subreddits that I'm passionate about. Getting rid of trolls ana
spam Is a Joy for me.When I'm finished for the day | can stand back
and admire the clean and functioning subreddit, something a lot of
people take for granted. | consider moderating a gloritied janitor’s job,
and there Is a unigue pride that janrtors have.’

- /u/noeatnosleep, moderator on 60 subreddits

[Hutch 2019; Seering, Kaufman and Chancellor 2020; Matias 2019]

2|



Contribution pyramid redux

Imagine a | Ox This 1s why most
dropoff between levels communities only have
a few mods

Likers

Lurkers

22



Community member roles
iIn moderation

Community feedback beyond moderators

(g ™ Reply oo
privately flag this post for attention or send a aggl ﬂg
private notification about it

4 ygduf 41 points - 25 days ago
' ¥ now we all know where you live though \/Qting [Lam e and Resnick 2004]
Reply Give Award Share Report Save

23



Community moderation

Strengths:
Leverages intrinsic motivation

Local experts are more likely to have context to make hara
calls

VWeaknesses:
Mods don't feel they get the recognition they deserve
Can be inconsistent—Iocal fiefdoms

Without oversight, mods can grow anti-social communities

24



Algorithmic moderation

Train an algorithm to automatically flag or take down content that
violates rules (e.g., nudity). Example via You lube:

11-100 views 1,001-10,000 views
1-10 views 101-1,000 views >10,000 views

Oct 2024 - Dec 2024 ~ All detection sources =

25



&) Perspective

"attributeScores":{
"TOXICITY":{
"spanScores": [

Using machine learning to C
reduce toxicity online eluei0 aeasse,

¥
1,

"summaryScore": {
"value":0.4445836,
"type" :"PROBABILITY"

Perspective API can help mitigate toxicity and ensure
healthy dialogue online.

HOW IT WORKS —

h
SN ¥
( “ \ A\ "languages": [




Feed algorithms are an
instrument of moderation

| Gillespie 2022]

¥ Blog v =Forbes = subscr ibe

Freedom of 'Freedom Of

Speech, Not
Reach: An update Speech, But Not

Free Speech Is Not the

Same As Free Reach

Bad faith politicking about the way search
algorithms work makes it harder for tech
companies to solve the real problems.

fvEQ

oh our Freedom Of

enforcement Reach': Musk
philosophy Reinstates
Tt St Kathy Griffin
And Jordan

Peterson Amid
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Algorithmic errors

Why such a problem!?

|, Errors are especially likely to hit
minoritized groups, who are
less represented in the training
data

T 2. "Ground truth’ labels for these

tasks are a fallacy: when society

has No consensus on what

qualifies as harassment, even a

‘perfect’” ML model will anger a

Alkhatib and substantial number of users

Bernstein 2017 ‘Gordon et al. 2021]

E

TECHBY VICE

Google's A" pecency
Mistakes ' EVERGE

TECH

28



Algorithmic moderation

Strengths:
Can act quickly, before people are hurt by the content.
VWeaknesses:

These systems make embarrassing errors, often ones that the
creators didn't intend. Errors are often interpreted as
intentional platform policy.

Even It a perfectly fair, accountable, and transparent (FAccl)
algorthm were possible, culture would evolve and training data
would become out of date.

29



Deploying moderation



So...what do we do?

Many social computing systems use multiple tiers:

er | Alsorithmic moderation for the most common and easy-to-catch
broblems. Tune the algorithmic filter conservatively to avoid false
hosItives, and route uncertain judgments to human moderators.

Tier [l Human moderation, paid or community depending on the
platform. Moderators monrtor flagged content, review an algorithmically
curated queue, or monitor all new content, depending on platform.

Also, rarer, but: Tier O0: Membership review, screening people who are
allowed into the community In the first place

3



Don’t wait until it becomes

a problem.

Even It your community is small now, you should plan your

moderation strategy. Young

dlatforms run iInto moderation issues

t00o, and It often catches them flat-footed.

Don't let it be obvious In hindsight that you needed moderation.

Establish the norm of expected conduct early, and enforce it early.

'Norms lecture]

32



Ask yourself today:

[Seering 2021 ]

What's your plan for dealing with VWhat does your reporting system
teenagers who like spamming “every word look like! VWWhat types of things are
they could think of that meant shitting or  you going to allow users to report?
fucking” [Stone 1993] How do you plan to deal with
people abusing the report feature!

What's your plan for dealing with people

who harass each other, whether publicly What's your plan for dealing with
and or DMs! [for drama, see Slack’s falled  content created in languages that
attempt to have open DMs] you and your team don't speak?

What's your plan for allowing or not
allowing adult content: what's your line!

33



Conflict and volume

There Is a huge volume of moderation work to be done.

oo "o 3 «— Alex was the Director of the
Any discussion about content moderation Stanford Internet Observato ry,

needs to be grounded in the reality that the

controversial calls are a tiny portion of what pI"GViOUS‘y head Of Site Integrlty

IS necessary to make any social feature at all

usable. at Facebook, and teaches
FB Q2 numbers: CS ‘ 52

Organized Hate - 266k
Spam - 1.4B

5000x difference

08:16 - 28 oct. 2020

34



Human+Al moderation

Jools help facilitate moderator decisions by automatically flagging
problematic posts, and providing relevant information.

Moderators often script tools If the

default | Wikipedia

34 Steve Jarvis

| Kehena Beach H Ugg‘ c
CHNM-DT '
Dick Mann
Feste

Sinauli excavation site

2019 Calamba local elections
Baishnab Charan Patnaik

- UserRiteshrathor

Willis R.Whitney | Au—

Worst Cooks in America

oMoc

Rec

Cral

dlatform API allows 1t

“ AutoModerator MOD - just now

Thank you for your comment in
r/CCIV! Unfortunately, we
removed it because it contains
Wallsteetbets meme verbiage.

I am a bot, and this action was
performed automatically. Please
contact the moderators of this
subreddit if you have any questions
or concerns.



Does moderation work?



- \V/
Pew Research Center %,Ié- Q

Despite most Americans being critical of the job social media

companies are doing to address harassment, some are
optimistic about a variety of possible solutions asked about in

the survey that could be enacted to combat online harassment.

Are we correct! Does
moderation work!?
I min|

hey bully or harass others (51%) or requiring users of these

platforms to disclose their real identities (48%) would be very

Around four-in-ten say criminal charges for users who bully or
harass (43%) or social media companies proactively deleting

bullying or harassing posts (40%) would be very effective.

Vogels 202 1]




Moderation shifts descriptive norms anc

reinforces Injunctive norms by making them

salient.

Moderating content or banning substantially

decreases negative behaviors In the short

term on lwitch. [Seering et al. 201 /]

cven algorithmic moderation reduces

subsequent rule-breaking behavior |Hor
Ribeiro, Cheng, and West 202 3]

Ld

|- STREAM CHAT

Yes, for short periods.

7 a\
1\1/1

At

eaglepham €y ftbmaniac # 17,000
W % 25,000 # GemSongRS #5000

12:49 i@ cheesonator22: 4 100
12:49 0 Mevad00: luptime

12:49 g & @ Nightbot: Stream uptime: 22

minutes 38 seconds
12:49 0 fancy_pantzz: everest needs 10 be massice

12:49 G ‘ mimihrafnkels: Ooco @enderized what’s
that symbol after the iskallium rock?

12:49 & @ Salekilo: Hello @MultipleMean150 !
Glad 1o hear you feeling better

o oaerogs;?:@@@@

12:49 lyandrya: luptime

12:49 maddogcos: The uwus have come in the chat




Deplatforming works.

After a toxic community Is deplatformed, its

members leave entirely, or migrate ana Reddit Limits Noxious
Content by Giving Trolls

Fewer Places to Gather

drastically reduce their hate speech
Chandrasekharan et al. 201 /]

Discussion reduces about the deplatformea

individuals In mainstream spaces by 40-60% - G
|haver et al. 2021; Horta Ribeiro et al. 2024] g

Twitter Bans Alex Jones And

User activity reduces, not increases, on the InfoWars; Cltes Abusive Behavior

September 6,2018 - 5:34 PM ET

deplatformed communities’ new alt sites
'Horta Ribeiro et al. 2021 ]




Deplatforming works. *

* However, those who migrate and stay

active tend to further radicalize, albeit to Reddit Limits Noxious

. g Content by Giving Troll
smaller audiences |Horta Ribeiro et al. 2021 F;’;;"P,j;es'f;'}?a,;,‘;,‘

* More recent work has found that, when
Parler was taken off the App Store, other -
fringe platforms such as Gab and Rumble -

more than compensated |Horta Ribeiro et
3l 2023] Twitter Bans Alex Jones And

InfoWars: Cites Abusive Behavior

September 6,2018 - 5:34 PM ET

By Avie Schneider




It can also backfire.

Moderation can drive away newcomers,
who don't understand the community's
norms yet. | Growth lecture|

Users circumvent algorithmic controls

Instagram
unhealthy

NIC

DE

navior...and users C

tthygap instead [Chancellor et a

es #thighgap as as promoting

reate

2016]

Negative community feedback leads people
to produce more negatively-reviewead
content, not less. [Cheng et al. 20 4]

S
8
H

INSTAGRAM TOTALLY
BACKFIRED

€he New Jork Times

EEEEEEEEEEEE

Leg Booty? Panoramic? Seggs? How
TikTok Is Changing Language

A new vocabulary — a little fun, a little dystopian —
has emerged on the social video platform, as creators try
to get around algorithms and strict content moderation.
They call it algospeak.

% Give this article ff.> m

not the ... the Ku K1u>@ iy

-
/ A K1ann3r, but the whit3 " N W, . »
“i smoke « but i can’t MODERATE, who is @ |

2655 .
more devoted to "orde?'a'“) NIP NOPS & rl to unalive

”
| <
/ *
Y - @ . an thriller
¥ an to justice; - :
icillBari .
Vhafttt? @ #fyp> #viral #4u #trending
- 5 - g h °
‘pend - S ° :
omment yourfawv: uotes
#mikday #mlkday2027#6Ilm. . See
1:55 9 al T = r
<
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Moderation’s unequal impact

[ hree groups that tend to get their content moderated at higher
rates: [Haimsen et al. 202 1; Marshall 2021 ]

Political conservatives: content that =2 The Washington Post Sign in
violates rules; Is misinformation, adult
content, or hate speech

Tech Help Desk Artificial Intelligence  Internet Culture  Spa

ransgender individuals: content that does Facebook’s race-blind practices around

not violate rules; is critical of dominant hate speech came at the expense of Black
users, new documents show

grO U pS, O r S peClﬂ C -tO tran Sge n d e r | SS U eS Researchers proposed a fix to the biased algorithm, but one internal

document predicted pushback from ‘conservative partners’

Black individuals: content related to racial
justice or racism

42



Moderation policy
enforcement

conte
pON,

Nt warning: mode

nate speech, and

ration policy docume

Nts describing revenge

narassment of minorr

Yy groups, with examples



hard?

How do you define which Recall
content constrtutes...

Nudity?
Harassment!
Cyberbullying!
A threat!

Suicidal ideation?

Why is moderation so

[t's nudity ana
disallowed unless
the baby Is actively
nursing.

44



A glimpse Into the process

In 201/, The Guardian published a set of leaked moderation
ouldelines that Facebook was using at the time to train its paia
moderators.

Jo get a sense for the kinds of calls that Facebook has to make ana
how moderators have to think about the content that they classity,
let's Inspect a few cases...

(VWe would likely draw our lines differently.)

45



Revenge Porn (1)
CURRENT POLICY

Abuse Standards:

6. Attempting to exploit intimate images by any of the following:

High-level: Revenge porn is sharing nude/near-nude photos of someone publicly or to
people that they didn’t want to see them in order to shame or embarrass them.

* Sharing imagery as “revenge porn” if it fulfills all three conditions: | ANDing of

1
2
3.

Image produced in a private setting. AND

Person in image is nude, near nude, or sexually active. AND
Lack of consent confirmed by:

Vengeful context (e.g. caption, comments, or page title), OR
Independent sources (e.g. media coverage, or LE record)

three condrtions



Hate Speech - Hate Speech ALLOWED
What do we NOT

What do we protect?

?
. Protected protect”
. Using my freedom of speech to inform that | find . -
- Individuals amosextals DISCUSTING] Not protected An,u h???if}%llt}'
. Grouos Lommon Interest . Concenpts - VITITIEIE
P 20 members P 15 members
- Humans - Institutions
- Beliefs

| Hate Christianity | & Request to Join

& i fuckin hate christians Info

JPEN UWIoUp

Basic Info

| egalistic classification of what Is protected: individuals, groups, and humans.
Concepts, Institutions, and beliefs are not protected.

Thus, "l hate Christians™ Is banned, but | hate Christianity’ Facebook allows.




Quasi Protected Category (QPC)

People who cross an international border with intent to establish Creation of a
residency in a new country, regardless of whether their motivation is new catego ry to
economic or political (defined as: migrants, refugees, immigrants,

asylum seekers) handle the case

of migrants

- Protected + Quasi protected = Quasi protected

- “Muslim migrants ought to be killed” = Quasi protected

Complicated
- Not Protected + Quasi protected = not protected ethical ana

- "Keep the horny migrant teenagers away from our daughters® = allowed pO| |C>/ a\gebra
to handle cases

N this category

- Migrants are so filthy. (Filthy is an adjective not a noun,
we consider this to be a description of their appearance rather
than nature)




Hate Speech - Migrants

Examples: (DELETE) T It's
Dehumanizing characteristics — dehumanizing,

REMOVE -
delete It.

EDGE CASE - IGNORE Dismissing s

different than
dehumanizing.




On rules and m
regulations



THE

22 @he Washington Post Sign in = NEW YORKER

! Subs

o . NEW YORKER FAVORITES The Hitmakers Behind Rihanna Where Prince Ch %6 Atlélﬂflf
Tech Help Desk Artificial Intelligence  Internet Culture  Spac

IDEAS

TECHNOLOGY OUR COLUMNISTS El()n MuSk IS nght That

Musk’s ‘free speech’ agenda WHAT ELON MUSK DOESN'T Twitter Should Follow the

dismantles safety work at Twitter, KNOW ABOUT FREE SPEECH First Amendment

iIlSidBI‘S Say The First Amendment does not protect ones right to have a
Amid the wider turmoil since his takeover last month, Musk has Sacml_medz:a account, but foday S dis‘fem bas mostly moved A long history of free-speech jurisprudence backs hirr
moved rapidly to undermine Twitter’s deliberative content online, and, as a resull, is privately owned. up.
moderation system { Menu
™ By Jeftfrey Rosen
By Cat Zakrzewski, Faiz Siddiqui and Joseph Menn -
November 22, 2022 at 8:07 a.m. EST By Jay Caspian Kang

December 6, 2022

Getty; The Atlantic




Why are we discussing this!?

In the particular case of content moderation, legal policy has had a
large Impact on how social computing systems manage their
moderation approaches.
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| hate Michael Bernstein.

Suppose | saw this on soclal media:

Michael Bernstein is a [Insert your favorite libel here]

Could | sue the social media platform!?

Suppose | saw this In the New York Times:

Michael Bernstein is a [insert your favorite libel here]

Could | sue the NY [?

53



« Safe harbor

U.S. law provides what Is known as safe harbor to platforms with
user-generated content. [ his law has two intertwined components:

|, Platforms are not liable for the content that Is posted to them.
(You can't sue Discord for a comment posted to Discord, and | can't
sue Plazza It someone posts a flame there.)

2. Platforms can choose to moderate content If they wish without
becoming liable.

In other words, platforms have the right, but not the responsibility,
to moderate. | Glllespie 201 8]

>4



Free speech

But don't we have this thing called the first amendment?

C()ng’zess shall make no law tespecting an establishment o ’ze/igion,

01 p’zo/ziéiting the ﬁee exesclse t/ze’ze()j[; 01 aé’zi&lging the fzeeclom Of
speec/z, 0% OJ[ t/ze piess; ot t/ze ’zig/zt OJ[ t/ze pe()p[e peaceaé[y to

assemb[e, and to petition the govenment j[a’z a ’ze&[’zess ()j[ gevances.

Social com

buting

blatforms are not Congress. By law, they are not

required to allow all speech. Even further: safe harbor grants them
the right (but, again, not the responsibility) to restrict speech.

53



OPINION ANALYSIS

Justices side with Biden over government'’s
influence on social media content moderation

i/ 3 By Amy Howe
¥ onJun 26, 2024

s B
- as # "' e = . ) .
b /W & U-\’ \/1

E% e ‘)S‘H BB A

Supreme Court Clarlfles First
Amendment and Standing Standards
Applicable to Social Media Content
Moderation Policy Challenges

JUL 18, 2024 in & &

By Brett W. Johnson, P.C. and lan Joyce

Social media companies have long moderated the type of content that appears on a person’s home page by, for
Instance, deleting explicit posts or “downgrading” posts containing misinformation. Based on the belief that these
policies tend to favor one side of the political spectrum, state governments and private actors have increasingly
sought to curtail these moderation policies through regulations or private actions. Until recently, it was not entirely

Based on a series of 2024
Supreme Court cases, the
current state of content
moderation legality Is:

Content moderation Is the
companies' expressive activity
protected by the First
Amendment

As a result, the government
cannot force "viewpoint
neutrality” or other
requirements on platform
content moderation




T hat said...

NewsScientist

News Features Newsletters Podcasts Video Comment Culture Crosswords | This week's magazine

Health Space Physics Technology Environment Mind Humans Life Mathematics Chemistry Earth Society

Analysis and Technology

Are tech firms giving up on policing
their platforms?

Social media companies have long struggled with moderating the behaviour of billions of
users, and now it seems they are finally giving up policing their platforms in favour of a
crowdsourced approach - but will it work?

Meta eliminating fact-
checking to combat
"censorship”

e Avery Lotz, Sara Fischer
‘Wh @

f X in

[

05:17 o) L 3

Takeaways

e Starting in the US, we are ending our third party fact-checking program and
moving to a Community Notes model.

e We will allow more speech by lifting restrictions on some topics that are part
of mainstream discourse and focusing our enforcement on illegal and high-
severity violations.

e We will take a more personalized approach to political content, so that people
who want to see more of it in their feeds can.



“History doesn’t repeat
itself, but it often rhymes”

— Mark Twain

el The 2 — ubscribe
Guardian = Forbes subsei

News Opinion Sport Culture Lifestyle

if somebody shows up on
Substack and says

FORBES > CONSUMER

US World Environment Soccer US Politics Business Tech Science More

Facebook

Mums furious as Facebook removes
breastfeeding photos

Mark Sweney

¥ @marksweney 2 Email
Tue 30 Dec 2008 08.17 EST

f v

Facebook has become the target of an 80,000-plus protest by irate
mothers after banning breastfeeding photographs from online profiles.

Facebook's policy, which bans any breastfeeding images uploaded that
show nipples, has led an online profile by protestors - called "lactivists"
in some circles - called "Hey Facebook, breast feeding is not obscene".

> HOLLYWOOD & ENTERTAINMENT

Tumblocalypse:
Where Tumblr
And Its Users

Are Headed
After The Ban

Mason Sands Former Contributor ©

Social Media & Digital Entertainment

Dec 20, 2018, 09:45am EST

San S randict
Can Substackdh andlad

eenteﬁ‘t moderation?. am
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Summary

As Glllespie argues, moderation Is the commodity of the platform: it

sets apart what Is allowed on the platform, and has downstream
influences on descriptive norms.

Moderation works: it can change the community's behavior

Moderation classification rules are fraught and challenging — they
relfy what many of us carry around as unreflective understandings.
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