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Announcements
Sticking the landing:

Today: Last lecture!
Wednesday: Michael's final office hours until Fall 2026
Thursday: no lecture—dead day
Friday: Final projects are due. Trade projects on Ed! 
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Last time
Non-human participants are becoming more realistic and more 
prevalent in social systems
Our human psychological hardware causes us to react to them like 
we would as if they were other humans, even if we know that 
they’re not.
We are happy to see content created by AIs; it’s when the AIs mix 
in environments with real people that people get critical.
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Snapchat’s “My AI” bot creeped out users when it randomly 
posted a picture of a wall and ceiling to its Story—something it 
had never done before. It then went silent, fueling fears it had gone 
rogue. Snapchat blamed a glitch, but the eeriness stuck. The bot’s 
lifelike behavior blurred the line between friend and machine.

0.5% extra credit 
for examples 
relevant to recent 
or upcoming 
lectures. Submit on 
Ed under the “Extra 
Credit” category

Attendance

“Social AI’s” example submitted by Zaid Akhtar



Thesis of CS 278: social 
computing platforms shape 
our interactions with each 
other
So, the decisions that shape 
these interactions are 
impactful — to us, to the 
platforms, and to 
democracy
Platforms are “the new 
governors”. Yet, they work 
unlike democratic 
government.



Zuck on governance
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[https://www.newyorker.com/tech/annals-of-technology/inside-the-making-of-facebooks-
supreme-court]

[https://www.theguardian.com/technology/2017/sep/19/facebooks-war-on-free-will]



One failed angle: autocracy
Despite the counter-culture technolibertarian leanings of early 
denizens of the internet [Barlow 1996], most the software 
underlying communities derives from a roles-and-permissions 
model in UNIX

Mods & administrators: roles that have specific powers

What if you wanted to have more participatory governance? 
[Zhang, Hugh, and Bernstein 2020]

(And even if you didn’t, many online communities wind up needing to 
govern themselves regardless.)
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One failed angle: total open 
participation [Freeman 1970; Rheingold 2022]

“I joined the network shortly before the Omidyars […] pledged to contribute an initial 
$25,000 to a group or groups chosen by the community. 

Thus began a massive meta thrash. […] Probably around 1000 people checked out the 
conversation thread, around 200 participated in the conversation, and around 25 people 
contributed the majority of the posts, which ended up numbering in the thousands. 

Attempts at consensus continued to fail on minority objections. My contributions to the 
conversation thread consisted largely of unheeded warnings that without a clear decision-
making procedure, this conversation was doomed to be an infinite meta rathole.”

10
No governance is still governance — and it’s bad governance.
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Michael Bernstein Ugrad requirement proposal

Mehran Sahami Re: Ugrad requirement proposal

James Landay Re: Re: Ugrad requirement proposal

Michael Bernstein Re: Re: Re: Ugrad requirement 
proposal

Fei-Fei Li Re: Re: Re: Re: Ugrad requirement 
proposal

Dorsa Sadigh Re: Re: Re: Re: Re: Ugrad requirement 
proposal

Michael Bernstein Re: Re: Re: Re: Re: Re: Ugrad 
requirement proposal
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Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Mehran Sahami Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

James Landay Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Fei-Fei Li Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Dorsa Sadigh Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:
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James Landay Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Fei-Fei Li Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Dorsa Sadigh Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Today: how do we govern?
Mehran Sahami Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 

Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:
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Fei-Fei Li Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Dorsa Sadigh Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Outline: 
Governance
Decision-making

Not in scope for today: government regulation

Today: how do we govern?



Governance
“In democratic countries the science of association is the 
mother science; the progress of all the others depends on the 
progress of that one.” 
–Alexis de Tocqueville, 1835



Social media: the public 
sphere?
Social media as public sphere [Habermas 1989]: “Social media 
should be a place where we all gather publicly to rationally debate 
the issues that matter to us.”
But not all communities have equal access or buy-in to the rational 
debate of the public sphere [Fraser 1990]
So how do we discuss and govern if the “town square” isn’t 
practically achievable?
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Ostrom: governing 
the commons [Ostrom 1990]

When a resource is shared, the most effective groups require that 
“those affected by the rules can participate in modifying the rules”
In other words, successful collective decision-making requires:

1) Operational and collective rules, defining what we’re allowed to do
2) Constitutional rules, the meta rules of how we change our governance

[Frey, Krafft, and Keegan 2019]
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Popular governance models 
[https://opensource.guide/leadership-and-governance]
BDFL: “Benevolent Dictator for Life” who makes all final decisions.

Examples: Ethereum, Django, Swift, Ruby, Pandas, Ubuntu, Linux, SciPy, Perl

Reputation ladder: top contributors are granted decision making 
rights. Policy decisions via committee vote.

Examples: Red Hat, StackOverflow, Apache

Liberal contribution: allow as many contributors as possible, and use 
consensus-seeking for policy decisions

Examples: node.js and Rust
19

Issue: outspoken people are 
the ones who get credit



Steering committee: regular elections from active contributors 
produce a small committee empowered to make decisions when 
consensus isn’t working

Examples: Python (post-Guido), node.js (for resolving technical disputes)
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Popular governance models 
[https://opensource.guide/leadership-and-governance]



Decentralization: 
is it an answer?
Mastodon and others stand for 
decentralization: individual servers run 
their own affairs, and pass content 
between each other via a protocol 
For example, a stanford.social Mastodon 
server could verify all accounts, and publish 
posts to other servers
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Decentralization: 
is it an answer?
The issue: when hate groups start a 
server, you can only block them from 
publishing to your server, not create any 
broader consequences for them
This is where federal governance is 
useful: the ability of a central 
government to maintain overall 
standards 22



Recall: From

23

How is content delivered?

Spaces
Joinable locations

Network
Friend or follow relationships

Commons
Drawn from entire platform
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Spaces
Local government and  
platform governance

Network
Platform governance only

Commons
Platform governance only

Recall: From How is content delivered?



One experiment: an 
independent judiciary 
body that reviews cases 
from Facebook and is 
intended to establish 
precedent in its 
moderation policies.
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Governance evolves over 
time
Self-governing communities often start out with very few rules and 
then grow in the number and complexity of their rules over time 
[Frey and Sumner 2019]
It’s not clear that this is optimal: communities may be reacting to 
drama rather than planning
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Governance ossifies over 
time
While open-source projects 
and collaborative wikis sound 
very decentralized, in practice, 
leadership hierarchies emerge. 
[Benkler, Shaw and Hill 2015]
As a system grows, it’s harder 
to become an admin [Shaw & 
Hill 2014]



Resolving conflict: juries
When there is bad behavior, must we rely on mods? Can 
we empower a jury of your peers?
Two communities that use this approach:

Sina Weibo: estimated 20,000–60,000 judges recruited from 
the user base who review cases of verbal abuse and personal 
attacks. About 2,000 expert judges review more complex 
cases such as rumor propagation.
League of Legends: judges at The Tribunal (now defunct) 
reviewed cases of AFK flaming, harassment, racial slurs, and 
more

W
ar

io
TO

X



Peer juries: complications 
[Kou et al. 2017; Fan and Zhang 2020; Hu, Whiting and Bernstein 2021]

Users find the human-driven system more procedurally just than the 
platforms’ decisions or than algorithmic systems, but still have limited 
trust in each other:

“But why should I be judged by other ordinary Weibo users?”
“As far as I know they just let random players make random decisions 
over whether a player can continue to play [League of Legends] or not.”

Why is there less trust in these systems than in local, offline juries? 
What could be done about it? [1min]



However…
Surveying many Reddit communities about the most and least 
important values their community might express: 

30

[Weld, Zhang, and 
Althoff 2022]



And equally concerning…
We ran a survey experiment comparing the 
legitimacy attached to moderation decisions 
made by AI vs. paid contractors vs. expert 
panels vs. digital juries… [Pan et al. 2022]

Which do you think was the most legitimate?
Our study result: expert panels (by ~1pt of 25)
But, whether people agreed with the result had 
much more influence (~7pt out of 25)
∴ It will be a severe challenge for any process to 
build legitimacy in a polarized media environment 31

7pt decrease if I disagree 
with the result



Envisioning opportunities
Could we envision platforms that are…

Constitutionally governed?
Locally owned and governed?
Nonprofits?
B Corps?
Public utilities?

Or do you think that the current model is the only sustainable one? 
[2min]

32



33

If you want to go deeper…



Decision-making



Why is this hard?
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The same features that make it easy to gather online also make it 
easy to disperse. [Salehi et al. 2015]



Structured debate
Deliberation: add metadata so that similar arguments get merged 
and replies get connected to the original argument

36

Kialo tree-structured 
debates
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[Kriplean et al. 2012]
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pol.is
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Are these 
designs 
enough to 
craft 
decisions? 
If not, what 
would it 
take?
[1min]



No. Back to this situation…
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Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Mehran Sahami Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

James Landay Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Michael Bernstein Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:

Fei-Fei Li Re: Re: Re: Re: Re: Re: Re: Re: Re: Re: 
Re: Re: Re: Re: Re: Re: Re: Re: Re: Re:
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stalling

between scylla and charybdis…

Losing momentum, 
no viable path

Outright flaming or 
violent disagreementfriction

[Salehi et al. 2015]



Michael’s take
Adding metadata to discussion is helpful usability-wise, but is no 
panacea.
In contrast, structuring the rules and roles by which we’re able to 
engage with each other is much more likely to produce productive 
deliberation.
Most online communication tools such as email fail at deliberation 
because they don’t structure those rules and roles. We just continue 
to ricochet from stalling to friction and back.
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stalling
friction



Voting
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Idea 2
Idea 3
Idea 4
Idea 5

Idea 1 “Vote on your top two ideas”

Strengths: simple user model,
useful for selecting a single best 
option

Weaknesses: known 
pathological cases (instant 
runoff voting improves), not 
great for producing a ranking



Liquid democracy

I can vote directly, or delegate my 
vote to a person or institution who 
I think knows more about the issue. 
They can then either vote or 
delegate their own votes.
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Idea 2
Idea 3
Idea 4
Idea 5

Idea 1



Liquid democracy

Benefits: compromise between 
direct and representative democracy; 
made feasible by the web.
Weaknesses: a small number of 
people can gain massive influence 
[Kahng, Mackenzie, and Procaccia 2018]
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Idea 2
Idea 3
Idea 4
Idea 5

Idea 1



Likert Scale Rating
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Idea 2
Idea 3
Idea 4
Idea 5

Idea 1 “Rate each idea”
😃😠 😐

Strengths: gets more information 
per idea, allows ranking

Weaknesses: people tend to use 
the scale differently



Likert Scale Rating
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Idea 2
Idea 3
Idea 4
Idea 5

Idea 1 “Rate each idea”
😃😠 😐

Strengths: gets more information 
per idea, allows ranking

Weaknesses: people tend to use 
the scale differently (some are 
nice)



Likert Scale Rating
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Idea 2
Idea 3
Idea 4
Idea 5

Idea 1 “Rate each idea”
😃😠 😐

Strengths: gets more information 
per idea, allows ranking

Weaknesses: people tend to use 
the scale differently (some are 
nice, some are mean)



Likert Scale Rating
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Idea 2
Idea 3
Idea 4
Idea 5

Idea 1 “Rate each idea”
😃😠 😐

Strengths: gets more information 
per idea, allows ranking

Weaknesses: people tend to use 
the scale differently (some are 
nice, some are mean, many are 
extreme)



Likert Scale Rating

Idea 2
Idea 3
Idea 4
Idea 5

Idea 1 “Rate each idea”
😃😠 😐

Strengths: gets more information 
per idea, allows ranking

Weaknesses: people tend to use 
the scale differently (some are 
nice, some are mean, many are 
extreme), we have limited 
resolution into the differences 
between the 5s



Likert Scale Rating

Idea 2
Idea 3
Idea 4
Idea 5

Idea 1
😃😠 😐 As a result,

not a ton of 
signal to use 
to tell these 
restaurants 
apart on 
Yelp.



One approach: bridging 
algorithms

Anyone can author a note, and 
anyone can vote.
Helps platforms dodge bias claims: 

But how do we avoid communities 
just brigading each others' posts? 
[Allen, Martel, Rand 2022]
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One approach: bridging 
algorithms

53

Community Notes collects votes from  
different people on different topics
They run a matrix factorization algorithm (e.g., PCA) to "flatten" all 
these votes into a small number of dimensions that capture most 
disagreement. The first dimension that arises is typically politics.The 
ootes that appear
 live have to appeal broadly across that first dimension [Wojcik et al. 
2022]: this is called a bridging algorithm because it identifies content 



Comparison ranking

Idea 2Idea 1

Which of these two ideas 
do you prefer?



Comparison ranking

Idea 3Idea 4

Which of these two ideas 
do you prefer?



Comparison ranking

Idea 3Idea 1

Which of these two ideas 
do you prefer?



Comparison ranking



Comparison ranking
RLHF pipeline



Comparison ranking
But how do we turn a bunch of comparisons into a score or 
ranking per item?
Intuition: 

If I beat something that’s known to be low ranked, I must not be terrible.
If I beat something that’s known to be high ranked, I must be really good.

But how do I know what’s low ranked and what’s high ranked?
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TrueSkill and Elo
Elo is the system that was developed to rank chess players based 
on their win-loss records against each other.

Imagine that each player’s performance across a number of games is 
normally distributed. Sometimes they play amazingly, sometimes less 
so. Our goal is to estimate the mean of each player’s distribution. 
Each game is a draw from the players’ distributions.

Better
player

Worse 
player



TrueSkill and Elo
Intuitively, in Elo, we have some belief in the skill of each player 
before they play each other, and we update that belief based on the 
result of the game.

Skill = 25Skill = 10

If white beats yellow, white’s  
skill score is updated by a 
multiplier  of 

 

 is tuned on how quickly 
the score should adapt 
based on recent games

α
α(25 − 10) = α ⋅ 15

α



TrueSkill and Elo
In TrueSkill [Herbrich, Minka, and Graepel 2006], the same general 
idea holds, except the entire algorithm is done by performing 
Bayesian inference on a generative model

Skill = 25Skill = 10

p(skill |result) =
p(result |skill) ⋅ p(skill)

p(result) Bayes’ rule



Summary
Social computing systems are great at eliciting a lot of opinions, but 
generally terrible at helping produce consensus toward a decision.
Deliberation is challenging because there are no stopping criteria. 
Structuring the rules of the debate can help overcome stalling and 
friction.
There are many popular governance models — but the most 
important thing is to pick one from day one
Different elicitation methods such as voting, liquid democracy, rating, 
and comparison ranking provide possible solutions for single choices
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Pulling it all together



Thank you, TAs!



Congrats, seniors
(About one third of you are seniors)
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What I hope you take away
That every social system is designed, either explicitly or by default.
That designs can have substantial influence over the behaviors in 
that system.
That, as socio-technical systems, those designs require a 
combination of computation and of structured human behavior to 
succeed.
That we have many tools in our toolbox to help us create 
enlightening, fun, and meaningful spaces.
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The more things change, 
the more they stay the 
same.
I, a geriatric millennial, am 
not cool. Ergo, systems I 
liked are no longer cool. 
Ergo, systems you like will 
soon no longer be cool.
But the fundamentals will 
remain.
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How can we design 
the social systems  
that we inhabit?



fin.
have a great summer!
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