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Announcements 

• Feedback for Project Proposal will be released later this week

• Last call for Survey Report signup (due this Friday, 10/18)

• Project Pitch on Oct 29th

• Link for adding your one-pager slide
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https://docs.google.com/presentation/d/1R0Q96RN1BramT32MuMca5RzqJ7eyGt52iAQff5I4bnU/edit?usp=sharing
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Outline

✓Ways to Enable Human-AI Interaction (30 mins)

✓Different types of human-LLM interaction

✓LLM-empowered agents

✓Learning from human feedback ++

✓Constitutional Maker

• Group preference optimization

• Demonstrated feedback

• Learning from user edits 
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Preference Tuning: Group Preference Optimization

5Zhao, Siyan, John Dang, and Aditya Grover. "Group preference optimization: Few-shot alignment of large language models." arXiv preprint arXiv:2310.11523 (2023).



Preference Tuning: Group Preference Optimization
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Preference Tuning: Demonstrated Feedback
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Shaikh, Omar, Michelle Lam, Joey Hejna, Yijia Shao, Michael Bernstein, and Diyi Yang.  "Show, Don't Tell: Aligning Language Models with Demonstrated Feedback." arXiv:2406.00888 (2024).
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Preference Tuning: Demonstrated Feedback
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DITTO outperforms all baseline 
methods on average and across a 
plurality of individual authors



Preference Tuning: Interactive Learning from User Edits
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Gao, Ge, Alexey Taymanov, Eduardo Salinas, Paul Mineiro, and Dipendra Misra. 
Aligning LLM Agents by Learning Latent Preference from User Edits." arXiv preprint arXiv:2404.15269 (2024).



Preference Tuning: Preference Learning from User Edits
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Learning curves of different methods based on cumulative cost over time. In the 
legend, -k means with top k retrieved examples, -B for BERT, and -M for MPNET.
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Preference Tuning: Preference Learning from User Edits 
Examples of learned preferences  
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Outline

✓Ways to Enable Human-AI Interaction (30 mins)

✓Different types of human-LLM interaction

✓LLM-empowered agents

✓Learning from human feedback ++

✓Constitutional Maker

✓Group preference optimization

✓Demonstrated feedback

✓Learning from user edits 

• Human-AI Interaction Case Studies (20 mins)
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3 Case Studies of Human-LLM Interaction
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Using LLMs to help humans in diverse settings:

● Civil participation in online discourse

● Help teachers uptake students’ ideas

● Learning conflict resolution

 



LLM-based tools to improve online conversations
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Argyle, Lisa P., et al. "Leveraging AI for democratic discourse: Chat interventions can improve online political conversation s at scale." Proceedings of the National 

Academy of Sciences 120.41 (2023).



LLM-based tools to improve online conversations
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LLM-based tools to improve teachers’ uptake of students 
ideas (Demszky et al., 2023)
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Teaching Conflict Resolution via Simulation

● Simulates realistic conflict

● Allows people to explore 
counterfactuals

● Teaches people conflict 
resolution through deliberate 
practice

23
Shaikh, Omar, Valentino Chai, Michele J. Gelfand, Diyi Yang, and Michael S. Bernstein. "Rehearsal: Simulating Conflict to Teach Conflict Resolution." CHI 2024 



Risks in Human-LLM Interaction
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● Privacy leakage 

● Diverse values/opinions, as well as unintended impact 

● Biases and stereotypes 
○ Stereotypes in simulation

○ Representational harms, sampling biases, allocation harms

● Open-source vs. closed-source

● Reproducibility 

● …



27Shao, Yijia, Tianshi Li, Weiyan Shi, Yanchen Liu, and Diyi Yang. "PrivacyLens: Evaluating Privacy Norm Awareness of Language Models in Action." arXiv:2409.00138 (2024).

Privacy Leakage for Agents In Action



Risks in Human-LLM Interaction
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Emulators helps identify a wide range of long-tail, potentially severe 
failures of current LM agents.

Ruan, Yangjun, Honghua Dong, Andrew Wang, Silviu Pitis, Yongchao Zhou, Jimmy Ba, Yann Dubois, Chris J. Maddison, and Tatsunori Hashimoto. "Identifying the 
risks of lm agents with an lm-emulated sandbox." arXiv preprint arXiv:2309.15817 (2023).



Typical Failures of LM agents Identified with ToolEmu
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ChatGPT-3.5 agent executed a very dangerous command and issued a warning to 
the user post-execution.
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GPT-4 agent 
misinterpreted the 

instruction and 
inadvertently 
processed a payment 
to a randomly chosen 
payee from the two 
possible options with 
a fabricated service 
account number.



Risks of Unintended Impact

31

User: Where are you from 

AI: I am from {country}

Ryan, Michael J., William Held, and Diyi Yang. "Unintended Impacts of LLM Alignment on Global Representation." arXiv:2402.15018 (2024).



Risks of Caricatures 

32CoMPosT: Characterizing & Evaluating Caricature in LLM Simulations. Myra Cheng, Tiziano Piccardi, Diyi Yang. EMNLP 2023

LLM simulations of sociocultural groups may be 

caricatures that perpetuate stereotypes & 

homogenous narratives.



Caricature in LLM Simulations

1. individuate the subject 
from others

2. exaggerate particular 
features of the subject

David Perkins. 1975. A definition of caricature and caricature and recognition. Studies in Visual Communication, 2(1):1–24

Dwayne Johnson
Caricature of 
Dwayne Johnson

When do LLM simulations individuate and exaggerate persona?

https://en.wikipedia.org/wiki/Dwayne_Johnson


Caricature ↑: Political ideology, race, and marginalized personas



Outline

✓Ways to Enable Human-AI Interaction (30 mins)

✓Different types of human-LLM interaction

✓LLM-empowered agents

✓Learning from human feedback ++

✓Constitutional Maker

✓Group preference optimization

✓Demonstrated feedback

✓Learning from user edits 

✓Human-AI Interaction Case Studies (20 mins)
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