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Introduction

ÅObject recognition: 

2D bounding boxes Ą 3D object recognition

ÅNovel recognition pipeline for estimating 3D propertiesof multiple
detected objects:
Å3D pose

ÅDepth ordering

ÅOcclusion boundaries

ÅTruncation

ÅDesigned for detecting cars (for autonomous driving), but is general 
and can be extended to other rigid objects.



Introduction: 3D Object Detection

Truncated

Visible

Occluded3D voxel patterns (3DVPs)

Input: 2D image

Output:
2D detection and segmentation 
3D shape of each object
Occlusion & truncation labels
Depth ordering



Overview: Key Features of Recognition Pipeline 

ÅTraining using 3D voxel exemplars, found ina data-driven approach

ÅNewly proposed object representation: 3D Voxel Pattern (3DVP)    
that captures:

I. Appearance (RGB values)

II. 3D shape (a collection of voxels)

III. Occlusion masks: the 3D shape is labeled 

{visible, self-occluded, mutually-occluded, truncated}

ÅOcclusion reasoningid done in order to output                             
mutually consistent detections

ÅTraining & testing on KITTI and OutdoorScenedatasets

Shape &
labeling

Average
appearance



Detection and Segmentation with 2D Bounding Boxes

P Felzenszwalbet al, 2010 R Girshicket al, 2014

Mixtures of multiscale 
deformable part models 

(DPM)

Related work

Limitations of 2D detection:
- No 3D pose
- No occlusion mapping
- No depth ordering
- Not sufficient for autonomous driving

3DVPs recognize pose, occlusion and 
depth order

R-CNN:
Regions with CNN features

Recent methods are able to detect the 
2D location with a good degree of 
accuracy



Shape Variation

How to handle intra-class variability of shape?

1. Part-basedobject representations
ÅConstellation model: Objects are modeled as flexible constellations of parts. A 

probabilistic representation is used for detection (Fergus et al, 2003)

ÅPictorial structures: represent an object by a collection of parts arranged in a deformable 
configuration. The appearance of each part is modeled separately, and the deformable 
configuration is represented by spring-like connections between pairs of parts 
(Felzenszwalband Huttenlocher, 2005)

2. Discover and learn appearance models for object subcategorieswhere 
object instances in a subcategory share similar visual appearance,             
such as pose and occlusion. (OhnBar and Trivedi, 2014)

3DVP uses the second approach, and uses 3D shapes                      
with similar visibility patterns.

Average 
images

3D orientation & 
occlusion level

Related work



Multiview Object Recognition
ÅDense multi-view representation of the 3D object, using a video clip acquired by 

walking around the object and changing the viewing angles (H. Su et al, 2009)

Å3D object representation: visual features are associated with explicit 3D models. 
3D models can be built by:
ÅSet of 2D images in different views (Yan et al, 2007)

Å3D CAD models (Xiang and Savarese, 2012)

3DVP uses 3D CAD models in the recognition pipeline

No need to collect data from multiple angles

Related work

Angle obtained by a movie 
taken specifically for this task
Ą Limited dataset



Occlusion
1. Training partial object detectors for visible parts of objects. Limitation: not very robust

2. + reasoning about multiple objects and partial observations (Y Xiang and S Savarese, 2013)

3. + explicitly considering the occluder

ÅOcclusion masks

ÅOcclusion patterns (B Pepiket al, 2013)

This work proposes a data-driven approach to handle a large number of 
occlusion patternsand also includes occlusion reasoning

Related work



KITTI & OutdoorScene

ÅKITTI: a large dataset of videos of cars 
driving in challenging urban scenes.        
(A Geiger et al, 2012)

ÅOutdoor-scene: dataset that has been 
specifically designed to test object 
detectors in presence of severe 
occlusions and the ability to reason 
about occlusions in object detection.       
(Y Xiang and S Savarese, 2013)



Training ςPipeline Overview

1. 57,224 descriptors (3D voxel exemplars), obtained from 3D CAD 
models and KITTI dataset

2. Descriptors are clustered by similarity in visibility patterns 

3. 227 cluster centers are the 3DVPs. They share similar position & 
occlusion.

4. Train a detector for each 3DVP

5. Occlusion reasoning



3D Voxel Exemplars from Data

ÅSeven 3D CAD models

ÅKITTI detection benchmark provides ground truth 3D 
annotations (cuboids) and camera parameters

ĄRegister and project 3D CAD models onto image plane

ĄDepth ordering determines which pixels of the projected 3D 
CAD model are visible, occluded or truncated

ĄGenerate 2D segmentation masks, which include visibility labels

ĄGenerate corresponding 3D voxel representation 



3D Voxel Exemplars

ÅEncode 3D voxel space into empty/occupied voxels

ÅCapture 3D shape and position of object

ÅViewpoint is encoded by labeling the occupied voxels: 

visible/self-occluded/mutually-occluded/truncated

Truncated

Visible

Occluded



Discovering 3DVPs

Å3DVPs represent a group of 3D voxel exemplars, like a cluster center

ÅClustered by a similarity score:

ÅClustering can be done with K-means or Affinity Propagation

ĄWith the 3D clustering algorithm, cars from similar viewpoints and 
with similar occluded or truncated regions are grouped together.

x ςfeature vector, dimension N3 (N: size of 3D voxel space)
Takes values {0,1,2,3,4}, which encodes the visibility of the voxel 
1 is the indicator function
‫Ὥis the weight of the status Ὥ



3DVPs

Examples of 3D clusters from the KITTI dataset Visualization of selected 3DVPs. 
Å 3D voxel model of the cluster center
Å Average RGB image
Å Average gradient image

The appearance of 
the occluder is also 
included the 3DVP3DVPs are learned, not handcrafted!

Learning the 3DVPs is unsupervised!

Clusters Cluster centers


