1 Lattices and definitions

A lattice $\Lambda(b_1, \ldots, b_n)$ is defined as the set of all integral combinations of the basis vectors $b_1, \ldots, b_n$. In other words,

$$\Lambda(b_1, \ldots, b_n) = \left\{ \sum_i b_i c_i \mid c \in \mathbb{Z}^n \right\}$$

see figure 1.

**Shortest vector problem (SVP).** The SVP is to find $x \in \Lambda(b_1, \ldots, b_n) - \{0\}$ such that $\|x\|$ is smallest. Note that this can be in any metric. The only known algorithms are all in exponential time.

**Shortest independent vector problem (SIVP).** In the SIVP, we seek to minimize the length of the longest vector in the basis. In other words, we seek to find a new basis which yields the same lattice, but minimizes the length of the longest vector.

**Dual lattice.** We define the dual lattice $\Lambda^*$ of lattice $\Lambda$, as the set of vectors whose inner product yields an integer for all points in the lattice. That is,

$$\Lambda^* = \{y \in \mathbb{R}^n \mid x^T y \in \mathbb{Z} \ \forall x \in \Lambda\}$$
This definition, while not necessarily extremely intuitive, yields a neat, if somewhat technical, theorem by [2] (the proof is based on some results in harmonic analysis). In particular, we have that \(1 \leq \text{SVP}(\Lambda) \cdot \text{SIVP}(\Lambda^*) \leq Cn\). As a side note, this definition makes some intuitive sense as the reciprocal lattice can be seen as a “stretched out” (or shrunk, correspondingly) version of the original lattice.

The bound is also essentially tight as stated, up to constants. [3, Theorem 2.5]

**Short integer solution (SIS).** The SIS is the problem defined as finding some \(y \in \{-1, 0, 1\}^n - \{0\}\) with \(Ay \equiv 0 \mod q\), for a given \(A \in \mathbb{Z}_q^{n \times m}\) and \(m \geq n \log q\), to guarantee existence of a solution.

## 2 Construction and proof sketch

### 2.1 Theorem statement

We focus on the outline of a proof of the following theorem.

**Theorem 2.1.** If finding a poly\((n)\) approximation of SVP is hard in the worst case, then the average case complexity (over uniformly sampled matrices) of SVP is hard [1], which immediately implies that the average case complexity of SIS is hard [4].

This is a little surprising and worth reiterating—we are saying that, if we can solve SIS efficiently for a uniformly random matrix for, then somehow we can solve the problem approximately for the worst case. This is a reduction that is quite different from most others that we have seen in class.

The usefulness of these problems comes from the fact that they are believed to be hard even for quantum computers, and so could form the basis of quantum-resistant crypto.

### 2.2 Proof sketch

**Step 1.** Sample points \(x_i\) from the ball (e.g., via a Gaussian) around the origin with radius \(R \leq \text{poly}(n) \cdot \text{SIVP}\).

**Step 2.** Let \(y_i = x_i \mod \text{parallelepiped}\) (see Figure 2). We can transfer all points by adding or subtracting vectors from the lattice until they land into the unit cell (that we can do this efficiently should also be clear).

**Step 3.** Fourier analysis (Lemma, skipped). Look at the distribution of \(y_i\) (call it \(P\)), it can be compared to the uniform distribution over the parallelepiped (call it \(Q\)). It turns out that, \(\|P - Q\|_{TV} \leq 2^{-n}\).

Note that we picked the SIVP rather than the SVP. In this case, the smallest basis is completely contained in the ball several times, which means that we’re essentially guaranteed to be uniform over the entire parallelepiped.

**Step 4.** Now, we take the minimal basis and round the \(y_i\) to the smallest \(z_i\) which is representable in the small basis. In other words, we round \(y_i\) down (see Figure 3),

\[
z_i = \frac{B|qB^{-1}y_i|}{q},
\]
Figure 2: An example showing a point $v \in \Lambda$ modulo the parallelepiped $P$.

Figure 3: An example showing a point $y_i \in \mathbb{R}^n$ rounded to the (new) short lattice, resulting in a vector $z_i$. 
and we get the corresponding indices in the parallelepiped,

\[ a_i = \lfloor qB^{-1}y \rfloor \in \mathbb{Z}_q^n. \]

So now, we have a bunch of \( a_i \)'s which are roughly uniformly distributed among the unit cell—this means we can use our average case SIS oracle on the constructed \( A \), to get

\[ b \leftarrow SIS(a_1, \ldots, a_n) \in \{-1, 0, 1\}^n. \]

All that remains (modulo some cheating) is to construct a required solution.

**Step 5.** Set

\[ v = \sum_i b_i (x_i - y_i + z_i). \]

We will prove that this \( v \) actually lies in the lattice and that it is small.

Note (a) that \( z_i - y_i \in \Lambda \) (exercise for the reader), while we have (b) that

\[ \sum_i b_i z_i = B \left( \sum_i \frac{b_i a_i}{q} \right), \]

while we have that, by definition of \( b \) as the solution to SIS, \( \sum_i b_i a_i \equiv 0 \mod q \). This immediately implies that \( \sum_i b_i z_i \in \Lambda \), as required.

Now that we know \( v \) is in the lattice, we have to verify that \( v \) is small.

First, since we sampled from the ball, we know that \( \|x_i\| \leq \text{poly}(n)\text{SIVP}(\Lambda) \), by definition. Now

\[ y_i - z_i \leq \frac{\|\text{input basis vector}\|}{q} \leq \text{SIVP}(\Lambda) \]

So, we can take \( q = 2^n \) (as we have a poly-time approximation algorithm within exponential factors), which will immediately imply that

\[ v = \sum_i b_i (x_i - y_i + z_i) \lesssim \text{poly}(n)\text{SIVP}(\Lambda) \]

All that remains is to show that the vector \( v \) is nonzero, which follows with high probability from the following lemma:

**Lemma 2.2.** For any \( y \in P \) where \( P \) is a parallelepiped and any \( (n-1) \)-dimensional hyperplane \( H \), we have that

\[ \mathbb{P}_{x \in \text{ball}}[x \in H \mid x \equiv y \mod P] < .9. \]

This proves the final claim as we can repeat the construction enough times to give a good result with high probability.
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