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UHF RFID Tag 
Specifications

• 8-40k gates

• CMOS 0.135 μm (0.414mm 
x 0.432mm)

• ~10 μW

<500 μm



Smaller Systems (2.45 
GHz)

B. Mechanical Endurance  
Figure 4 shows that microminiaturization is required to 

make a reliable IC chip. To enable an IC chip to be used 
without having to consider the characteristics of the material 
it is mounted on, such as paper, the IC chip must have 
adequate stress-resistance. Among the many methods used 
to measure stress-resistance, the mechanical impact strength 
test is one of the most rigorous. It is clear that the 
mechanical strength is higher when the IC chip is smaller 
than 0.5 x 0.5 mm2. Thus, microminiaturization of the µ-
chip enabled us to develop an economical and reliable radio-
recognition device. 

III. ANTENNA DESIGN CONCEPT

A. Embedded Antenna 

Embedding an antenna on an RFID chip is an ideal 
method of reducing the size and cost of RFID devices. The 
shape of the RFID embedded antenna is similar to a coil 
pattern because the chip-received electromagnetic energy of 
induction is greater than the radiation near a reader antenna. 
The antenna can be designed to cover a relatively small area 
by using a microwave-band frequency. Figure 5 shows a 
small 0.4 x 0.4 mm antenna on a -chip. Because of the 
application of the parasitic capacitance of the antenna, there 
is no need to design additional resonance capacitance. The 
antenna is made of gold, using plating on a semiconductor 
wafer. The scheme for the internal circuit of an RFID chip 
with an embedded antenna is exactly the same as that for one 
with an off-chip external antenna. Figure 6 shows the 
communication area of the embedded antenna. The 
maximum communication distance is about 1.2 mm. 
However, a stable, horizontal communication area with a 
2.3-millimeter diameter can be achieved, which is considered 
to be the practical usage level for close-coupled RFID 
devices. 

B.  External Antenna on Double-surface Electrode Chip 

Since RFID devices generally consist of chips and an 
external antenna to extend communication range, the total  

cost of the identification devices will increase if the cost of 
assembling an external antenna becomes higher due to the 
development of ultra small chips. The use of a double-
surface electrode [4], [5] on the ultra-thin RFID chip has 
eased the difficulty of handling small chips and has reduced 
the cost of attaching RFID antennas. There are two technical 
problems that occur when a small chip using the 
conventional approach of a small single-surface electrode is 
fabricated. One of them is how to precisely position a chip 
with small surface bumps onto an external antenna’s metal 
terminals, and the other is the difficulty of fabricating 
narrow space precise antenna patterns. Small double-surface 
chips can resolve these problems. Because of their double-
surface, the surface connection electrodes are connected to 
the antenna material using a simple connection structure. 
Moreover, the chips do not require horizontal direction 
regularity for mounting and can be mounted by upside-
down free positioning as shown in figure 7. So, there are no 
concerns about positioning. This makes it possible to 
simultaneously handle a large volume of chips. Another 
advantage of having a double-surface connection is that 
each connection area can be designed to be as large as the 
chip surface in order to reduce connection resistance and 
enhance connection reliability. 

As shown in figure 8, the circuit is a double-voltage 
rectifier circuit based on a capacitor and diode combination, 
which is similar to the conventional back-bias circuit of a 
dynamic random access memory large scale integration 
(LSI). The capacitors were designed by using positive  

Figure 4. Mechanical endurance of ultra-small RFID chip. For 
an IC chip to be usable on soft media such as paper, it must resist 
stress and remain undamaged during use. 
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Figure 5. Embedded antenna structure of ultra-small RFID chip. 
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dedicated capacitance.
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Figure 6. The communication distance and area of the embedded 
antenna is good enough to use the µ-chip in counterfeiting
prevention.
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Figure 12 is a microphotograph of the developed chip 
with the surface electrode pattern removed. This chip was 
designed with four metallization levels, and the upper metal 
was dedicated to focused-ion beam (FIB) modifications. 

Figure 13 shows a part of a cross section of the antenna 
connection to the chip. A thin ACF connection technique 
was also used to fabricate the RFID inlet, which is thinner 
than 50 µm, for versatile individual recognition applications 
to thin media such as paper. The inlet holds the intermediate 
fabrication unit of the device, which consists of the chip and 
its antenna [8]. 

V. ULTRA-SMALL ORIENTED ANTI-COLLISION CONTROL

  Anti-collision control for RFID chips is useful when 
identifying many goods in a carton, for example. In general, 
there is a need to use many logics, about 1,000-3,000 gates, 
to do this. The designers of ultra-small chips are 
investigating simpler methods of high speed control. Figure 
14 shows one of these ideas. By using electron-beam-
written initial numbers it is possible to assign chips an order 
to answer ID-data inquiries from the reader. This method 
can reduce the number of control gates that are used in the 
conventional method which requires a lot of gates to 
generate random numbers during such a control. Each tag is 

selected to emit ID-data when the counter of such a tag 
reaches zero after a count-up action controlled by the reader. 

VI. CONCLUSION

Ultra-small RFID chips are expected to be used in future 
volume-product applications such as bar-code replacement. 
It is not easy to realize the instant world-wide extension of 
RFID. However, semiconductor and wireless circuit 
technology progress will someday overcome the function 
and cost problems of RFID chips. 
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Figure 11. Comparison of RF front-end device structures.
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method using electron beam EB technology. 
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Reality Engines

ThingMagic In-Vehicle Readers for Ford’s 2009 F- & E-Series trucks 
and vans, 2010 TransitConnect

ThingMagic - Winner 
of 2008 Ford World 
Excellence Award

“Outstanding Feature” 
Award - Texas Auto Writers 
Association, Oct 2009
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Computing Efficiency
Polymerase = 7e+25 ops/kWh
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Challenge of Silicon

• Commercial RFID tag computes and 
communicates 128 bits at ~16-160 pJ/bit*

• Theoretical limit for information is kTlog(2)/
bit or 2.9x10-21J/bit or 1.4x109 times lower

• DNA ligation is ~18x the limit*

• 2-3 orders of magnitude reduction of Si 
power could allow power from glucose

*
T. D. Schneider, J. Theor. Biol. 148,125 (1991)
R. C. Merkle, Nanotechnology4, 21 (1993)



Capacity and Noise 
Theorem

Cawgn � BW = M (1013 bits/s)

Pmin = SNRout + 10 log 10(kBT ) + 10 log 10BW + NF + PL

Cawgn = log2(1 + SNR) bits/s/Hz

=� SNRmin � 2Cawgn � 1



Noise Spectroscopy in 
Brain

• Noise properties 
due to blood flow

• Carp et al, Biomedical Optics 
Express, 1 July 2011, V. 2 No. 7
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Fig. 1. Comparison of data fit errors using the Brownian diffusion (dotted, FVU=0.48%),
hydrodynamic diffusion (solid, FVU=0.04%) and random flow (dashed, FVU=0.76%)
mean square displacement models.

F-number must exceed a critical F-value, which for p < 0.05 is 3.91 (as calculated using the
finv function in Matlab (Mathworks, Natick,MA)). This is true for 80.1% of the individual
measurements from our data set, and the whole set F-number is 33.8, corresponding to a highly
significant p-value of 4×10−8 (calculated using fcdf in Matlab).
When Eq. (2) is substituted into Eqs. (3) and (4), a product forms between the proba-

bility of scattering from a red blood cell α and the diffusion coefficient. This quantity has
been used as a ”blood flow index” in DCS studies, because the value of α generally can-
not be estimated independently. Figure 2 shows a scatter plot of the αDeff vs. the αDb
values obtained from each of our measurements. We observe an approximate relationship of
αDeff= 1.07αDb+2.1×10−7(mm2/s). αDeff has a substantially linear relationship with αDb,
with a nearly-zero intercept, indicating both parameters can serve as relative blood flow in-
dices, but αDeff is expected to provide a more accurate absolute measure. Encouragingly, by
assuming α=0.1 [23] for brain tissue, our estimated effective diffusion coefficients fall within
the same range as those determined from video microscopy blood flow studies (10−5− 10−4
mm2/s) [16, 21, 22].
With respect to τc, we observed a range between 0.06 and 7.7 µs, with an average of 1.3 µs

(however values lower than ∼ 0.4µs are not reliable because of the limited time resolution of
our correlator). A rough estimation of expected τc values may be obtained from hydrodynamic
diffusion theory. For a rigid spherical particle the velocity decorrelation characteristic time is
on the order of τv = ρa2/η , where a is the particle size, ρ is the fluid density and η is the fluid
viscosity. Assuming a red blood cell diameter of a= 4 µm, η = 1.2 cP [22] and the density of
water, τv = 13 µs, within an order of magnitude of our measurements. While the deformable
nature of RBCs and the complexity of blood flow make this comparison less meaningful, our

#145333 - $15.00 USD Received 4 Apr 2011; revised 13 Jun 2011; accepted 17 Jun 2011; published 24 Jun 2011
(C) 2011 OSA 1 July 2011 / Vol. 2, No. 7 / BIOMEDICAL OPTICS EXPRESS  2052



10 THz 625 GHz

1 mW

with 0 loss (800 nm = 3.75e14 Hz)...



The Biological Absorption 
Window



Utilize the photovoltaic 
effect in CMOS

• Goal: provide ~10 μW of 
DC power from external 
laser

• Challenge: 10 μW 
requires 8.3x105 W/m2 

(660 suns)

• M Ferri, D Pinna, and E 
Dallago. Integrated micro-
solar cell structures for 
harvesting supplied 
microsystems in 0.35-μm 
CMOS technology. 
Sensors, Jan 2010

| Future Photovoltaics | May 2010

Microsystems-Enabled Photovoltaics: A Path to the Widespread Harnessing of Solar Energy

cy and high-bandwidth tracking possible,
thereby reducing tracking cost and com-
plexity as well as providing pointing accu-

racy during windy conditions (due to the
high-speed response of the tracker)[7,10];
and finally, small form factor (i.e., thin) con-

Figure 3 – Pictures of our released solar photovoltaic cells: a) Scanning electron microscope (SEM)
image of a 250 µm wide silicon solar cell released through an anisotropic KOH under-etch with 
lateral interdigitated fingers; b) SEM of 250 µm wide silicon solar cell released using a buried silicon
dioxide layer with radial contacts; c) 250 µm GaAs solar cell released using a buried AlAs layer; 
d) flexible mechanical model with embedded cells and micro optics  



• Change of radar-
cross section (∆Γ 
or DRCS)

• Tag dynamically 
changing load 
impedance = data
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C Nanotube radio

Carbon Nanotube Radio
Chris Rutherglen and Peter Burke*
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ABSTRACT

Here we report experimental results for a carbon nanotube (CNT) based amplitude-modulated (AM) demodulator for modulation frequencies
up to 100 kHz. Further, the CNT based demodulator was successfully demonstrated in an actual AM radio receiver operating at a carrier
frequency of 1 GHz and capable of demodulating high-fidelity audio. The demodulation originates from the nonlinear current−voltage (IDS vs
VDS) characteristic of the CNT, which induces rectification of a portion of the applied RF signal. By properly biasing the CNT such that the
operating point is centered on the maximum nonlinear portion of the I−V curve, one can maximize the demodulation effect. This represents
a simple application of carbon nanotubes and nanotechnology to the wireless realm.

The use of carbon nanotubes (CNT) as components in high-
frequency electronics has garnered much attention due to
their favorable characteristics such as large mobilities, high
transconductance, and long mean-free paths. Aside from the
popular application of CNTs as high-frequency field-effect
transistors,1-5 other successful applications include their use
as RF detectors and mixers. The use of CNTs as an RF mixer
has been demonstrated in various arrangements by Appen-
zeller et al. and later by Rosenblatt et al. up to 50 GHz, as
well as by Pesetki et al. who measured frequency indepen-
dence up to 23 GHz.6-8 All the preceding work utilized the
nonlinearity of the drain current with respect to the gate-
source ID(VGS) relationship. More recently, Rodriques et al.
have demonstrated similar mixer properties of heterodyne
microwave detection up to the low gigahertz frequency at T
) 77 K but this time by taking advantage of the nonlinearity
of the source-drain ID(VDS) relationship created by the zero-
bias anomaly that manifests at low temperatures.9 In this
work we utilize room-temperature nonlinearities present in
the source-drain ID(VDS) relationship and report experimental
results for a carbon nanotube based amplitude-modulated
(AM) demodulator with modulation frequencies up to
100 kHz. Our device thus represents a room-temperature two-
terminal nonlinear device, simpler than prior three-terminal
mixers/detectors. Though not optimized, it represents the first
such demonstration, similar to that proposed in Manohara
et al.10 Additionally, we present noise measurements of a
CNT RF detector. Finally, the CNT based demodulator was
successfully demonstrated in an actual AM radio-receiver
demodulating high-fidelity music. This represents a simple
application of a CNT that can demonstrate the utility of
nanotechnology in the wireless field.

Carbon nanotubes were synthesized on high resistivity Si
wafers (>8000 Ω cm) to minimize the detrimental effect of
parasitic capacitance at high frequencies. Using optical
lithography, catalyst regions were patterned onto the wafer
and after 1 h of sonication an aqueous solution of 100 mM
FeCl3 catalyst was applied for 10 s and rinsed with DI water.
The CVD growth process is identical to that detailed
elsewhere.11,12 Subsequent to the nanotube growth, Pd (20
nm)/Au(80 nm) electrodes were evaporated onto the nano-
tubes with a gap-spacing of 50 µm and a width of 300 µm.
Only samples with a single CNT bridging the gap were used
for this work. To perform high-frequency measurements the
sample device was incorporated on a microwave mount with
a pair of SMA connectors and microstrip line connecting
the device as shown in Figure 1. A total of four devices with
semiconducting CNTs were tested, and all were capable of

Figure 1. Schematic of the test-setup for the CNT-based AM
demodulator. SEM image of a CNT (right).
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acting as an AM demodulator. The conductance vs gate
voltage of the semiconducting CNT under study is presented
in Figure 2.
To determine specific features of the nanotube’s use as a

demodulator, a simple test setup was devised, as shown in
Figure 1. An Agilent E4428C signal generator, with ampli-
tude modulation, functioned as the RF source transmitter
(TX) and was fed through a MiniCircuits 0.1-6000 MHz
bias tee and into the sample device. Sinusoidal modulation
frequencies of 0.01-100 kHz were used to amplitude-
modulate (AM) the RF carrier with an 80% modulation
depth. The CNT along with a sense resistor and a lock-in
amplifier (SR-810) functioned as the receiver (RX) in this
setup. Extraction of the modulation signal from the RF carrier
was performed by the CNT and the lock-in amplifier,
which was tuned to the modulation frequency and used to
measured the voltage-drop of the signal across the sense
resistor.
The CNT is capable of demodulating an amplitude-

modulated RF signal due to its nonlinear current-voltage
(IDS vs VDS) characteristics. It can be shown that such
nonlinearities can rectify a portion of the applied RF current,
which to first order comes out to be

where the voltage of the applied RF signal is VRF, and the
second derivative represents the nonlinear current-voltage

(IDS vs VDS) characteristics of the CNT itself.9,13 We found
the demodulated signal followed this relationship very well.
Comparing the demodulated signal to the absolute value of
the numerical second-derivative of the I-V trace shown in
Figure 2b, we see in Figure 3a that the two are nearly
identical in form supporting that Irectified ∝ d2I/dV2. Further,
the proportionality relationship between detected output
signal and the applied RF power (which itself is proportional
to VRF2) was measured to be linear, indicating that Irectified ∝
VRF2, as shown in Figure 3b.
Maximizing the demodulated signal can be achieved

through proper biasing of the CNT. As evident in Figure
3a, one can obtain maximum demodulation by biasing the
CNT such that the operating point is centered on the
maximum nonlinear portion of the I-V curve. Due to the
inherent symmetry of the nanotube, two such operating points
exist at (1 V. The maximum current responsivity was
measured to be 125 nA/mW and was found to be independent
of back-gate voltage.
Considering that the CNT resistance is on the order of

100 kΩ, from an RF point of view, a large impedance
mismatch will exist between the CNT and the 50 Ω
characteristic impedance of the transmission line, resulting
in a strong microwave signal reflection off the CNT. Because

Figure 2. (a) Plot of the source-drain differential conductance vs
gate (substrate) voltage of the semiconducting CNT. (b) Current-
voltage (IDS vs VDS) curve.

I ) I0
1
4
d2I
dV2

VRF
2 (1)

Figure 3. (a) Comparison of demodulated current (red crosses)
and |d2I/dV2| (blue dots) with respect to the bias voltages, VB,
showing a very good match. (b) Linear modulation current detected
by a lock-in amplifier across a 100 kΩ resistor, indicating that I is
proportional to VRF2 (f ) 1 GHz, P ) 0 dBm, fmod ) 13 Hz).
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the power available from the source is PAVS ) VRF2/8Z0, and
the RF voltage at the CNT is VRF due to ZCNT . Z0, using
eq 1, we obtain I/PAVS ) 2(d2I/dV2)Z0 for the responsivity
of the CNT demodulator. The circuit for this analysis is
presented in Figure 5B. This indicates that the resistance of
the CNT is independent of the device’s responsivity insofar
as the second derivative of the CNT is the same. Taking the
maximum measured value for second-derivative as 4 µA/
V2, one arrives at a responsivity of 400 nA/mW, which is
comparable to the measured value of 125 nA/mW.
The effectiveness of the device at detecting the modulation

signal up to 100 kHz was found to be limited by extrinsic
parameters of the experimental setup and not due to the CNT
itself. Due to capacitance within the bias tee and coax cable
in conjunction with the sense resistor, an RC low-pass filter
was established, thus giving a roll-off in the high audio
frequency range of the demodulated signal. To minimize this
effect, the detection resistor and the bias-tee’s capacitor were
reduced to 100 Ω and 100 pF, respectively. The roll-off was
measured to have a -3 dB corner at 40 kHz, as shown in
Figure 4, which is well above the upper range of human
hearing. Signal loss due to the inductor of the bias tee was
measured to be -1.5 dB at 100 kHz, which is rather
insignificant compared to the other sources of attenuation.

As expected, at high carrier frequencies (>2 GHz) the
parasitic capacitance resulted in a strong degradation in the
received signal (Figure 5A). This is predominantly due to
the relatively large contact pads used (300 µm × 1000 µm).
Noise measurements were performed on the CNT de-

modulator system operating at a carrier frequency of 1 GHz
and bias voltage of 2.5 V. The system voltage-noise density,
which includes noise from the lock-in amplifier, sense-
resistor, and CNT was measured to be 40 × 10-9 (V/Hz1/2)
at an audio frequency of 1 kHz. Using the measured
responsivity, !I, of 125 nA/mW together with the device
resistance of 100 kΩ, the noise-equivalent power (NEP) is
calculated using NEP ) Vn/(!IR) (W/Hz1/2) and is 3 nW/
Hz1/2. This puts an upper limit on the noise equivalent power
of the CNT itself.
Utilizing the above documented effect, we demonstrate a

simple design for a CNT based radio receiver (see Figure
6). Here the carbon nanotube functions in the critical role
as the receiver’s AM demodulator. The transmitter portion
of the demo utilizes a signal generator to create a 1 GHz RF
signal that is externally amplitude modulated (AM) with
music by an IPod and fed to a dipole antenna for wireless
broadcast (see Supporting Information). On the receiver side,
the RX antenna picks up the 1 GHz RF signal, feeding it
though a bias-tee and onto the carbon nanotubes where it is
rectified. The distance between the TX and RX antennas was
limited to ∼1 m, but that can be improved by simply
including a standard front-end preamplifier to boost the
received signal before sending it on to the CNT for de-
modulation. A 1.5 V battery is used to properly bias the CNT
for maximum demodulation. A differential pre-amplifier then
amplifies the voltage drop across a sense resistor, and the
high-fidelity audio is fed to a speaker for audio broadcast.
The audio-quality of the signal demodulated by the CNT
was very clear and indistinguishable to the human ear from
listening to the music directly (see Supporting Information).
To predict how to optimize device performance as a

function of length, one would need a quantitative and detailed

Figure 4. Demodulated current amplitude as measured with respect
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the CNT is independent of the device’s responsivity insofar
as the second derivative of the CNT is the same. Taking the
maximum measured value for second-derivative as 4 µA/
V2, one arrives at a responsivity of 400 nA/mW, which is
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Backscatter
• Reflectance of material is 

dynamically changed digitally

• Liquid crystals operate with >95% 
efficiency

• Ravi K. Komanduri, Chulwoo Oh, and Michael J. Escuti. 
Reflective liquid crystal polarization gratings with high 
efficiency and small pitch (proceedings paper). Liquid 
Crystals XII, 7050, Jan 2008

• May need new fabrication 
techniques for optical components 
at this scale

• iPhone 5 pixel is 78 μm

• Smallest DLP microdisplay pixel 
is 5 μm
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Figure 1. Cross-sectional view of the reflective LCPG in the (a) OFF and (b) ON states. In the OFF state, the incident
unpolarized light is diffracted off-axis, but when the voltage is applied in ON state, most of this light is reflected back.

The second major category is comprised of nematic LC diffraction gratings. Among these, nematic LC
Polarization Gratings1–4, 11(LCPGs) have emerged as the most promising candidates. PGs in general are periodic
anisotropic structures that modulate the polarization state of incident light unlike conventional amplitude and
phase gratings. Several different types of liquid crystal PGs,6, 7, 9 that can also theoretically modulate light
with 100% efficiency, have been studied. Some of these PGs7, 9 have been implemented on reflective substrates,
but less than ideal results have been obtained experimentally. The discrete nature of most of these, coupled
with the fabrication processes such as micro-rubbing,9 has resulted in the less than ideal experimental results.
In our previous work,3, 4 we have considered one particular class of PGs, with the spiraling texture shown in
Fig. 1(a), and have demonstrated their viability for a variety of applications, by achieving experimental diffraction
efficiencies of > 99% on transmissive substrates. This structure can be fabricated by holographically patterning
the alignment layers shown in the figure. Transmissive, defect-free, LCPGs have therefore been developed through
a combination of factors, such as the choice of photo-alignment materials with high enough anchoring strength,12
thin-film processing parameters, and a better understanding of the relations between material properties and
LCPG device parameters.13

Holographic fabrication of LCPGs cannot be easily applied to reflective substrates due to interference from the
back-reflection, which is especially a problem with SLMs that have patterned surfaces. Therefore, in order to take
advantage of the optical properties of LCPGs, the traditional fabrication process has to revised. Here we report
on two such alternatives that allow us to make reflective LCPGs which can diffract light with > 95% efficiency.
In addition, we will take a look at some other advantages that reflective LCPGs offer over the transmissive
mode, such as allowing for fabrication at smaller grating periods, faster electrical dynamic response, etc. These
impressive properties point toward highly-efficient LCOS SLMs and any other application that could benefit by
a reflective modulator that is polarization-independent.

3. REFLECTIVE POLARIZATION GRATINGS
Here we revisit some of the basic optical properties of reflective LCPGs. The continuously rotating pattern
in Fig. 1(a) can be represented by the nematic director defined by n(x) = cos(πx/Λ)x + sin(πx/Λ)y. The
unique properties of this structure is that it splits the incident light into just three diffraction orders. For the
reflective LCPG shown, under normal incidence and assuming an ideal mirror, the traditional expressions for
the transmissive case3 can be extended to the reflective mode which leads to the following:

η0 = cos2
(

2π∆nd

λ

)
, (1)

η±1 =
1 ± S′

3

2
sin2

(
2π∆nd

λ

)
. (2)
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Figure 4. (a) Reflectances of the sum of first orders ΣR±1 and the 0-order R0 as a function of applied RMS voltage for
Sample A and B respectively. Circles correspond to the 0-order while crosses correspond to the sum of the first orders.
(b) Sum of first order contrast ratios for both the samples measured at different voltages for an incident angle of 5◦. A
vertically polarized He-Ne laser (λ = 633nm) was used for measurement.

mirror (filled with glue), that accounts for any absorption or Fresnel losses. As a result, the maximum inherent
first-order diffraction efficiency was 95% for both Sample A and B, if we normalize out the substrate losses. The
sum of the first order (electrical) contrast ratio for both samples is shown in Fig. 4(b). The contrast ratio for the
sum of the first orders is defined as CR = max(ΣI±1)/ΣI±1 where ΣI±1 is the sum of the measured intensities
in both the first orders. Here we see a marked difference between the two approaches. The values for Sample B
(∼400:1 at 22V) are a lot higher than for Sample A (∼100:1 at 22V). We attribute this to the degenerate planar
anchoring of 3-GPS, as opposed to the strong anchoring condition of the photo-alignment layer, that causes the
LC molecules to align more easily at the surface in the direction of the electric field. We should mention that
even though Samples A and B present the best overall results from these methods, we have been able to get
similar (but not consistent or uniform) results using these approaches down to grating periods of 1.9µm and
3.5µm, respectively.

5.2. Polarization Sensitivity
The polarization sensitivity of these reflective samples was also measured by using the He-Ne laser. We only
present data for Sample A, the data for Sample B is similar. Fig. 5(a) and Fig. 5(b) shows the variation of
diffraction efficiency as the linearly polarized light from the laser is passed through a QWP, whose optical axis is
rotated. This corresponds to a change in the polarization state of the light incident on the LCPG. From Eq. (2),
this corresponds to modulating S′

3 between -1 and 1. If we consider a reflective LCPG with d ≈ λ/(4∆n), then
according to Eq. (2) this change in S′

3 should modulate the individual first order efficiencies between 0 to a 100%.
In both Fig. 5(a) and (b), we can see that a similar variation can be observed in both the first orders, with the
diffraction efficiencies varying from ≈ 0% to ≈ 95%).

This polarization sensitivity of the first orders can be quantified by a polarization contrast defined as
max(ηm)/min(ηm). From the measured data in Fig. 5(a) and (b), these extremum points occur when the
incident light is circularly polarized i.e. when the fast axis of the QWP is at 45◦, 135◦, 225◦ or 315◦. A high
polarization contrast generally indicates that a good quality hologram has been created. Polarization contrast
in the first orders was measured to be as high as >2000:1 for Sample A and >4000:1 for Sample B. Even though
the diffraction efficiencies of individual first-orders are highly polarization sensitive, their sum remains polar-
ization independent as Eq. (2) shows. This fact, and the natural polarization insensitivity (absence of S′

3 in
Eq. (1)) of the 0-order enables polarization independent modulation. On the other hand, the rotation of a Half
Waveplate (HWP) should not theoretically cause a change in the diffraction efficiencies of the first orders since
the polarization simply undergoes a rotation. This can also be roughly verified from the data in Fig. 5(c) and
Fig. 5(d).
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Reverse Link Channel

• Hypothesis: mesoscopic scattering in tissue 
is an optical amplifier above body noise of 
100kHz

• Richard Berkovits. Sensitivity of the multiple-scattering speckle pattern 
to the motion of a single scatterer. Physical Review B, 43(10):1–3, Apr 1991
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Speckle Interferometry as a Sensor

• Coherent waves propagating through a disordered structure produce speckle patterns.
• Speckle patterns are extremely sensitive to changes in the structure and can be used to 

robustly detect very small changes to the structure.
• Given that the binding of an odorant molecule to an OR causes a conformational change in 

the structure, this change can be detected by looking at correlations between speckle 
patterns or statistics derived from them.

• Prior work enabling this approach includes:
• Berkovits, Phys. Rev. B, 43, 10, 1991.

• Pappu et. al., Science, 297, 2001:

of one-way functions by emerging embedded
applications such as smart cards and authen-
ticated devices go beyond the cost and pack-
aging constraints of conventional semicon-
ductor technology.

We show here that all of these issues can be
addressed by using coherent multiple scattering
from inhomogeneous structures rather than
number theory to implement one-way func-
tions. Two-dimensional (2D) (8) and 3D inho-
mogeneous structures (9) have been used as
tokens that are difficult to forge, and coherent
scattering has been used to detect tampering of
secure structures (10), but these approaches did
not consider the effective computation per-
formed by the physical probe. We describe the
use of that capability to create authentication
systems. The use of physical mechanisms for
cryptography is well known in quantum cryp-
tography, which is based on the impossibility of
cloning quantum information (11). Unlike
quantum cryptography, however, the approach
described here can be used over a classical
communications channel.

Laser speckle fluctuations (12) are a fa-
miliar demonstration of the sensitivity of the
scattering of coherent radiation to the struc-
ture of inhomogeneous media. In the meso-
scopic limit of scattering in a 3D structure
(13, 14), the mean free path l between elastic
collisions with scatterers is much larger than
the wavelength ! of the radiation, but the
thickness L of the structure is much smaller
than the coherence length of the probe. In this
regime of coherent multiple scattering, if the
cross-sectional area of a beam is A, then
moving A/(Ll) scatterers will produce an un-
correlated speckle pattern, as will rotating the
incident beam by an angle "# $ !/(2%L) (15).

Because any changes in the microstruc-
ture of a disordered medium cause an order
unity change in its speckle pattern, a dis-
cretely sampled image of speckle intensity
provides a fixed-length key that hashes the
specification of the 3D spatial distribution
of the scatterers. In the embodiment de-
scribed here, we used a ! $ 632.8 nm
HeNe laser beam to illuminate optical ep-
oxy tokens measuring 10 by 10 by 2.5 mm3,
containing glass spheres 500 to 800 &m in
diameter (representing about $0.01 worth
of materials) (16 ). The density of spheres
was chosen to give an average spacing on
the order of 100 &m, which equals the
photon mean free path in the limit of strong
scattering applicable here (17 ). The result-
ing speckle patterns were recorded with a
320 ' 240 pixel charge-coupled device
camera (Fig. 1A). The tokens were me-
chanically registered with an inexpensive
kinematic mount, which allows submicron
positional accuracy in six degrees of free-
dom (18), providing repeatability of the
registration system (Fig. 1B).

The speckle patterns were then filtered by a

Gabor transform to produce a 2400-bit key.
This transform represents the image intensity as
a discrete multiscale decomposition over orient-
ed filter kernels with varying spatial frequency

g(x,y) $ e([%(a2(x(x0)2)b2(y(y0)2)]

e[2%if(xcos#)ysin#)]

where the filter parameters were selected
according to (19) to reject both pixel-scale
noise and average image intensity variations,

while rendering the key relatively insensitive
to mechanical misregistration. The 1D ver-
sion of this transform was proposed by Gabor
(20), and it was extended to 2D by Daugman
(21), who showed that these filters are jointly
optimal in providing the maximum possible
resolution for information about the orienta-
tion and spatial frequency content of local
image structure simultaneously with its 2D
location.

Fig. 1. (A) A 3D inho-
mogeneous structure
being optically hashed
to produce a 2D image,
which is in turn filtered
by a multiscale Gabor
transform to produce a
1D key. A 1-cm3 cube
has* 1012 1-&m cubic
blocks of wavelength
size, corresponding to a
terabit of structural in-
formation. The 320 by
240 pixels image
shown contains on the
order of a megabit of
intensity information,
and the Gabor trans-
form reduces this to a
2400-bit key. (B) The two plots show intensity variation along a specific row and column of the speckle
pattern as a function of repeated removal and reinsertion of the token into the kinematic mount. The
repeatability of the registration system is demonstrated by the overlaid traces; the remaining variability
between measurements is filtered with a multiscale Gabor transform.
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Fig. 2. (A) The probability of a bit being set in the key, determined by averaging over an ensemble
of 576 keys. For clarity, only the first 100 bits are shown. The average value is 0.50. (B) The
normalized Hamming distances measured for 2400-bit keys. The unlike distribution, in gray, shows
165,600 distances between unlike keys; the mean of the dashed Gaussian fit is 0.50 (half the bits
differ), and the variance is 1.07 10(3 (equivalent to 233 independent binomial trials). Doubling the
key length to 4800 bits by pairing readings from two angles produces a distribution with a Gaussian
fit shown by the solid curve, reducing the variance to 5.42 ' 10(4, corresponding to 461
independent binomial trials. The like distribution, in white, shows the errors in rereading 576 like
keys after routine handling of the tokens; the mean of 0.25 equals 1800 bits being matched
correctly.
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To experimentally determine the behavior
of the physical one-way function (POWF), four
physical tokens were produced, and speckle
patterns were recorded at 144 distinguishable
angles for each token, giving 576 keys. Plotting
the probability of each of the bits in the key
being set (Fig. 2A), we see that the average
probability is approximately 0.50, indicating
that this is a bitwise maximum entropy code.
There are, however, correlations among the
bits. Figure 2B shows the distribution of Ham-
ming distances (the number of bits that differ,
normalized in the plot so that 1.0 represents a
difference in all 2400 bits) among these keys
and between the keys when they were remea-
sured after the tokens were subjected to routine
handling. In the ensuing discussion, “like keys”
are keys that have the same origin (that is, keys
derived from a token interrogated under identi-
cal conditions), whereas “unlike keys” are those
that have distinct origins. We also refer to the
distribution of Hamming distances between like
keys as the like distribution. The corresponding
term for unlike keys is the unlike distribution.

The mean distance between the unlike key
pairs is 0.5 (a 1200-bit difference), with a
variance of 1.07 ! 10"3, and the mean dis-
tance between like key pairs is 0.25, with a
variance of 4.7 ! 10"3. The Hamming dis-
tance at which the two distributions intersect
is 0.41. If the unlike distribution were bino-
mial, this would correspond to 233 indepen-
dent identically distributed variables. This
experimental value does not change if half of
the keys are discarded, as expected for a data
set size that is adequate for estimating a
distribution. Hence, our POWF provides a
theoretical key space size on the order of 2233

distinguishable keys.
The overlap between the like and unlike

distributions can be made as small as desired
by reading each token from more than one
angle, because each angle generates essen-
tially independent information. To demon-
strate this, readings from pairs of angles were

combined to form 4800-bit keys in a data set
with 165,600/2 # 82,800 entries. The result-
ing distribution of the interkey distances had
the same mean (0.5) and a variance of 5.42 !
10"4, corresponding to 0.5(1 " 0.5)/5.42 !
10"4 $ 461 independent variables, effective-
ly doubling the previous number by doubling
the key size used.

To decide whether a candidate token
placed in a terminal is the same as a token
previously enrolled in the database, the min-
imum probability-of-error decision rule is to
reject the candidate when the probability that
tokens are the same is less than or equal to the
probability that the tokens are different (22).
By fitting a Gaussian probability density
function to the like and unlike distributions,
we arrive at a decision rule that rejects a
token’s authenticity if the keys differ by more
than 0.41 ! 2400 # 984 bits. For our data,
the probability that this corresponds to a false
reject is 9.8 ! 10"3. Because each measure-
ment is independent of the others, this prob-
ability may be made exponentially small by
taking measurements from multiple angles
and applying the same decision rule.

Under normal handling, the dimensional
stability of the materials used provides the
repeatability shown in Fig. 1B, but the mea-
surement should fail if the token is intention-
ally modified. A test of this tamper resistance
was performed by drilling a small hole with a
no. 75 drill (533 %m in diameter) approxi-
mately 1 mm deep into the token. The keys
produced before and after the tampering had
a normalized Hamming distance of 0.46 (dif-
fering in roughly half their bits), thereby
demonstrating the avalanche property for our
POWF. To protect the token from accidental
damage, it can be encapsulated in a scratch-
resistant material, and the multiscale Gabor
transform can be tuned to reject speckle fea-
tures arising from surface scratches while
preserving features that originate from the
internal microstructure.

An even greater concern than tampering is
the possibility of duplication of the token. A
number of mature techniques could be used to
determine the 3D structure of the scatterers,
including invasive microscopic sectioning or
polishing, and noninvasive tomographic imag-
ing. Given such a description, however, cloning
the token is still quite daunting. As noted above,
submicron changes in scatterer location can
cause order unity changes in output speckle
intensity. Thus, a cloning scheme would need to
be able to reproduce submicron feature sizes.
Tabletop printing techniques now make it pos-
sible to produce arbitrary 2D structures with
submicron feature sizes (23), but the state of the
art in 3D microelectromechanical systems fab-
rication is still a five-layer process (24). Al-
though this number will no doubt increase over
time, it is still many orders of magnitude away
from the tens of thousands of layers that would
be needed to make arbitrary centimeter-scale
objects with submicron feature sizes, and the
capital expenditure for the facilities presently
used for microfabrication is even more orders of
magnitude away from the economic value that is
protected by a typical authentication token.

An alternative to copying the physical
structure of a token is to try to reproduce its
behavior under arbitrary illumination. Using
the numbers given above, in theory an angle
change of &' # (/(2)L) # 4 ! 10"5 rad will
produce an independent speckle pattern. If
the range of accessible angles is bounded by
*' # )/2, across the input solid angle there
is a total of (*'/&')2 # 109 distinct patterns.
Translating the 1-mm2 beam over the 100-
mm2 token surface multiplies that by a factor
of 100, producing 1011 distinguishable pat-
terns, and that number can be increased still
further by varying the amplitude, phase, and
wavelength distribution of the illumination.
This value will be reduced slightly by spatial
correlations in the speckle pattern that are
removed by the hash (13). Figure 3 shows the
measured sensitivity of a key under transla-
tion and rotation of the token. We obtained a
linear sensitivity of 60 %m and an angular
sensitivity of 1.7 mrad, giving a total of
2.37 ! 1010 2400-bit keys available from the
100-mm2 token surface.

Another attack would be to emulate these
speckle patterns by a hologram or diffractive
optical element. Beyond the obvious con-
straint of having to record 1011 or more dis-
tinct interference patterns in order to produce
the hologram, the incoherent superposition of
these N patterns decreases the overall diffrac-
tion efficiency of the hologram by 1/N, mak-
ing them all effectively unobservable (25).

Because the coherent optical output is de-
tected as an incoherent image, which is then
reduced to a key, an adversary with access to
a terminal may be able to read an incoming
query and then respond from a table of ac-
quired keys; this is a replay attack. Here, the

–2.5 –1.25 0 1.25 2.5
Linear translation from origin (mm)

H
am

m
in

g 
di

st
an

ce
–1 –0.5 0 0.5 1

Rotation about vertical axis (degrees)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Fig. 3. These data quantify the sensitivity of the key as the probe is moved relative to the token. The
plot on the left shows the Hamming distance between a reference key obtained from a central location
and keys obtained as the laser is translated linearly across the surface of the token. A translation of
approximately 60 %m causes the key to decorrelate completely. Data obtained for angular
sensitivity show that a rotation of approximately 1.7 mrad causes full decorrelation of the key.
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Length scales

• Coherent multiple scattering occurs when

where     is the wavelength of the probe,    is the mean-free path between scattering centers 
(i.e., odorant-OR bonds or cells in the brain),     is the thickness of the structure, and               
is the coherence length of the probe.

• Single scattering occurs when:

• In this case the probe beam interacts with a single scattering center before exiting the 
sample   
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Sensitivity of speckle pattern

• The speckle pattern decorrelates completely when more than                   scatterers are 
moved (or new bonds are created) or if the probe beam angle changes by more than

• This decorrelation sets an upper bound on the odorant concentration and sample size.  
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Test apparatus
• The following test apparatus was built to 

characterize the various length scales and 
determine the eventual sensitivity of the 
speckle to the concentration of odorant-
OR bonds 



Test Apparatus
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Final Setup of Speckle



OR Construction Status (Zhang Lab)

• All 36 expression constructs complete
• Plasmids verified by DNA sequencing

OR # OR Name Mamalian Wheat Germ E. Coli
Inserted   Seq. Inserted   Seq. Inserted   Seq.

1 mOR106-13 (S3)      ✔         ✔      ✔         ✔      ✔         ✔
2 mOR175-1 (OR912-93)      ✔         ✔      ✔         ✔      ✔         ✔
3 hOR17-209 (OR1G1)      ✔         ✔      ✔         ✔      ✔         ✔
4 mOR33-1 (S19)      ✔         ✔      ✔         ✔      ✔         ✔
5 hOR17-210 (OR1E3)      ✔         ✔      ✔         ✔      ✔         ✔
6 mOR171-2 (M71)      ✔         ✔      ✔         ✔      ✔         ✔
7 mOR103-15 (I7)      ✔         ✔      ✔         ✔      ✔         ✔
8 mOR276-1 (G7)      ✔         ✔      ✔         ✔      ✔         ✔
9 mOR31-4      ✔         ✔      ✔         ✔      ✔         ✔
10 mOR174-4 (EV, OR74)      ✔         ✔      ✔         ✔      ✔         ✔
11 mOR174-9 (EG, OR73)      ✔         ✔      ✔         ✔      ✔         ✔
12 OLfr226-17 (rat)      ✔         ✔      ✔         ✔      ✔         ✔
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E. Coli Cell-Free Synthesis

10 µm

Initially we tested an E. coli-based cell-free 
synthesis of OR using MembraneMax 
(Invitrogen).

MembraneMax reagent is a nanolipoprotein 
complex consisting of a scaffold protein 
ring surrounding a planar DMPC lipid 
bilayer. Synthesized membrane proteins 
(such as an OR) become embedded in the 
MembraneMax reagent, which mimics the 
natural cellular environment (Invitrogen).
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Speckle Response



Speckle Results

cyclohexanone heptanal 2,4-DNT
OR#



Results

• overall ~70% success in identifying 3 different odorants and low to high concentration (few 
ppB to 10s of ppB)

• more difficult detecting higher concentrations of odorants than lower concentrations
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Schematic

PLFUR�RSLG WDVN GHVFULSWLRQ �

3DUDPHWHU 'HVFULSWLRQ 'HSHQGHQFLHV 7LPH (VWLPDWH

λ :DYHOHQJWK �QP� 7LVVXH SURSHUWLHV ��� PRQWKV
T 7UDQVPLVVLRQ FKDUDFWHULVWLFV λ� VLPXODWLRQ ���� PRQWKV �&�
S 6FDWWHULQJ FKDUDFWHULVWLFV λ� VLPXODWLRQ ���� PRQWKV �&�
I(d) 3RZHU GHQVLW\ DV D IXQFWLRQ RI GHSWK T (λ)� S(λ) ���� PRQWKV �&�
∆T 7LVVXH KHDWLQJ I(d) ���� PRQWKV �&�

7DEOH �� 3DUDPHWHUV IRU HVWLPDWLQJ
RSWLFDO SURSDJDWLRQ ZLWKLQ ELRORJLFDO
WLVVXH� �&� GHQRWHV D FRQFXUUHQW WDVN
ZLWK WKH SDUDPHWHU DERYH�

� (VWLPDWH WUDQVLVWRU FRXQW DQG SRZHU FRQVXPSWLRQ DV D IXQFWLRQ RI
GHYLFH VL]H DQG SURFHVV JHRPHWU\� 7KH YROXPH RI D IXOO\ IXQFWLRQDO
FKLS LV UHTXLUHG LQLWLDOO\ WR KDYH DOO GLPHQVLRQV HTXDO RU VPDOOHU
WKDQ D �� µP FDSLOODU\� WKHUHIRUH QR ORQJHU WKDQ �� µP RQ D VLGH�
7KLV VXE�SURMHFW·V JRDO LV WR EXLOG D PRGHO IRU WKH HVWLPDWHG UHTXLUH�
PHQWV IRU WUDQVLVWRU FRXQWV DQG SRZHU UHTXLUHPHQWV IRU HDFK 23,'
GHYLFH� DQG WR GHWHUPLQH LI WKHVH UHTXLUHPHQWV FDQ EH DFFRPPR�
GDWHG ZLWKLQ WKH PD[LPXP �� µP SHU VLGH OHQJWK UHTXLUHPHQW�
7KHUH DUH D QXPEHU RI IXQFWLRQDO FLUFXLW EORFNV WKDW ZLOO EH UHTXLUHG
WR LPSOHPHQW� SRZHU KDUYHVWLQJ EORFN� GDWD�GHPRGXODWLRQ EORFN �LI
D ELGLUHFWLRQDO LQWHUIDFH LV UHTXLUHG�� EDFNVFDWWHU�DFWLYH WUDQVPLWWHU
PRGXODWLRQ EORFN� DQWL�FROOLVLRQ SURWRFRO� GDWD�VWRUDJH �LI DFFHVV
DQG UHDG�ZULWH FRQWURO LV UHTXLUHG�� DQG D VHQVRU�LQWHUIDFH EORFN
�6HH )LJXUH � IRU DQ DUUDQJHPHQW RI WKHVH EORFNV��
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WKDW KLJK DFFXUDF\ HVWLPDWLRQV RI WKHVH IHDWXUHV FDQ EH PDGH� 5HD�
VRQDEOH FRQÀGHQFH LQ WKLV DQDO\VLV ZLOO UHTXLUH LQYHVWLJDWLRQ IRU ���
PRQWKV E\ D VLQJOH SHUVRQ� )LJXUH � VKRZV D YHU\ KLJK OHYHO HVWL�
PDWH RI WKH QXPEHU RI WUDQVLVWRUV DYDLODEOH SHU GHYLFH DV D IXQFWLRQ
RI SURFHVV JHRPHWU\ RYHU WLPH�



Design (dual-sided*)
10 μm

axon-specific 
antibody 
coating *

protein 
controller

CMOS logic 
(~4000-10000 

transistors)

Photovoltaic 
cell + liquid 

crystal 
reflector

10 μm

* other 4 sides may be active with antibody or other active function



Antibody-Antigen 
Binding

• coat with axon-specific antibodies

• e.g. CD90 http://en.wikipedia.org/wiki/CD90; http://
www.epitomics.com/products/product_info/1406/CD90-
antibody-2695-1. html

http://en.wikipedia.org/wiki/CD90
http://en.wikipedia.org/wiki/CD90
http://www.epitomics.com/products/
http://www.epitomics.com/products/
http://www.epitomics.com/products/
http://www.epitomics.com/products/


Preliminary Work to use Mesh-based 
Monte Carlo Simulator with Tissue 

Experiments

(Martinos)
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Low-power interaction

approach  is  a  TDMA  code:  each  chip  only  releases  local  fluorophores  from  quenching  for  a  brief
instant,  which  is  different  for  each  chip,  so  we  can  recover  the  source  of  each  light  burst.

How  close  do  the  chips,  quenchers,  and  fluorophores  need  to  be?    This  will  depend
somewhat  on  what  type  of  quenchers  we  use,  but  the  answer  is  likely  ‘very  close’.

Also,  how  strong  and  how  large  is  the  electric  field  produced  by  the  chip?  We  want  a  field
strong  enough  to  effect  quenchers,  but  not  too  strong  to  effect  underlying  brain  functions.    We
want  the  field  to  be  slightly  smaller  than  the  size  of  a  cell,  but  not  so  small  that  it  doesn’t  have  an
effect.

Here’s  my  concern  about  this  approach:  given  that  quenchers  need  to  be  extremely  close
to  a  fluorophore  to  effect  it,  I’m  worried  that  we’d  need  a  chip  and  a  quencher  very  near  every
fluorophore,  or  else  there  will  be  high  background  light,  and  it’ll  be  hard  to  resolve  the  signal.
That  is,  we  need  complete  control  on  all  the  fluorophores  -­-­  at  any  instant,  we  need  every
fluorophore  except  one  quenched.

But  it’ll  be  interesting  to  test  some  quenchers  and  see  if  we  can  change  observed  light  by
changing  the  voltage  (electric  field).    What  concentration  of  quenchers  do  we  estimate  needing  to

see  an  effect?

Our  aim  is  to  create  an  addressable  (large  number  of  bits)  system  that  is  capable  of  controlling
the  three  states  of  a  optogenetic  neural  systems  (activate,  silence  and  read-­out)  for  long-­range
(brain-­scale)  control  and  sensing.



Quench Controller
Controllable-­protein  and  sensor/actuation  protein  are  a  FRET  pair.  The  hypothesis  is  the  bound
dipole  will  likely  change  the  dipole  orientation  factor  of  the  Forster  distance.

Read Write ~Write

Opsin

Wavelength

Lifetime

Quantum  Efficiency

Control  Protein

Control  Protein

FRET/Quench
(1-10nm)



1–2 D for the Franck-Condon transition [10,38]. The first derivative
component is negligibly small in the E–F spectrum, indicating that
the magnitude of Da is very small following the transition.

3.3. Electric field effect on fluorescence decay profile

From the steady state measurements, it is difficult to confirm
whether the field-induced change in fluorescence intensity is as-
cribed to a change in fluorescence lifetime or a change in initial
population of the fluorescent component. The field-induced change
in fluorescence intensity resulting from the Stark shift of the
absorption spectrum can be examined by measuring the field-in-
duced change in fluorescence decay. This is because the field-in-
duced change in absorption intensity only affects the initial
population of the fluorescent component. In the present study,
therefore, we have measured the external electric field effects on
fluorescence decay profile of GFPuv5 in a PVA film. Fig. 4a shows
the fluorescence decay of GFPuv5 in a PVA film in the absence of
F. Excitation and monitoring wavelengths were 440 and 515 nm,
respectively. The difference between the decays observed at zero
field (I0(t)) and at 0.7 MV cm!1 (IF(t)), i.e., IF(t) ! I0(t), referred to
as DIf(t), is shown in Fig. 4b. The DIf(t) value is negative during
the full decay, showing that the fluorescence is quenched by F in
the whole time region. This result agrees with the one obtained
from the E–F spectrum. The time dependence of DIf(t) is different
from that of I0(t), indicating that the fluorescence lifetime of
GFPuv5 is influenced by F. If the fluorescence lifetime is indepen-
dent of F, the intensity ratio between the two decays observed in
the presence and absence of F should remain constant over the
whole time region. As shown in Fig. 4c, however, the IF(t)/I0(t) va-
lue is not constant but decreases with time. These results clearly
indicate that the fluorescence lifetime of GFPuv5 is reduced in
the presence of F. It should also be noted that the IF(t)/I0(t) value
is almost unity just after photoexcitation, indicating that the
field-induced change in the initial population of the fluorescent
component is very small. Thus, the field-induced change in fluores-
cence intensity originating from the Stark shift of the absorption
spectrum is confirmed to be negligible at 440 nm excitation.

GFPuv5 in PVA exhibits a multi-exponential fluorescence decay,
which probably arises from inhomogeneous environments in a poly-
mer film [20,21,39,40]. The lifetime change could be evaluated from
the profiles of I0(t), DIf(t), and IF(t)/I0(t) by assuming a tri-exponential
decay, i.e.,

P
iAi expð!t=siÞ, where Ai and si denote the pre-exponen-

tial factor and the fluorescence lifetime of component i, respectively.
The profiles of DIf(t) and IF(t)/I0(t) are very sensitive to the parame-
ters of a tri-exponential decay [20,21,39]. By simulating all the three
time profile of I0(t), DIf(t) and IF(t)/I0(t), the field-induced change in
lifetime and pre-exponential factor could be evaluated with an error
as small as 0.05% [20,21,39]. The lifetime and the pre-exponential
factor of each time component in the absence of F are evaluated
to be as follows: s1 = 239.3 ps, s2 = 861.9 ps, s3 = 2498.7 ps, F1 =
0.6995, F2 = 0.2971, F3 = 0.0034. The corresponding values in
the presence of 0.7 MV cm!1 are determined to be as follows: s1 =
238.4 ps, s2 = 859.8 ps, s3 = 2498.2 ps, F1 = 0.7000, F2 = 0.2966, F3

= 0.0034. The average fluorescence lifetime, defined by
P

iAisi=P
iAi, is determined to be 432 ps at zero field and 430 ps at

0.7 MV cm!1. This result indicates that the field-induced quenching
of the fluorescence in Fig. 3 results from the decrease in the fluores-
cence lifetime. The observed field-induced decrease in the fluores-
cence lifetime can be attributed to the field-induced acceleration
of the rate of the non-radiative process from the fluorescent state.

It has been shown that the presence of F induces significant
changes in charge transfer (CT) dynamics of intramolecular as well
as intermolecular donor–acceptor systems, while internal conver-
sion including no CT process such as radiationless decay of pyrene
and N-ethylcarbazole is not affected by F [15]. It is therefore con-
cluded that the non-radiative process of the GFP chromophore in-
cludes significant CT process. The synthetic GFP chromophore
derivative does not exhibit fluorescence in liquid ethanol but fluo-
resces when it is confined in an ethanol matrix at 77 K, indicating
that the conformational relaxation is the main non-radiative path-
way of the GFP chromophore [9]. Ab initio theoretical calculations
suggest that the critical non-radiative pathway of the GFP chromo-
phore is the twisting between the two rings of the chromophore,
resulting in the formation of a non-radiative twisted intermediate
state with CT character [10]. We recently showed that the trans–cis
photoisomerization processes of diphenylpolyenes are accelerated
by F, which arises from CT character of the twisted intermediate of
the conformational relaxation [21]. It is thus concluded that the
field-induced enhancement of the non-radiative process of the
GFP chromophore comes from the CT character of the intermediate
of the non-radiative process. It should be noted that the field-in-
duced acceleration of the non-radiative rate of the chromophore
should occur in normal GFP because the molecular structure of
the chromophore itself remains constant in buffer solution and in
PVA (see Fig. 2).

Since the magnitude of the change in fluorescence yield in a
randomly distributed system is proportional to the square of ap-
plied field strength (see Eq. (1)), the field-induced change in fluo-
rescence lifetime (DsF) is written as follows: DsF/sF = A(fF)2, where
sF is the fluorescence lifetime at zero field and A is the coefficient
of Eq. (1). The magnitude of the field-induced decrease in fluores-
cence lifetime at 0.7 MV cm!1 is $0.5%. Then, DsF of the GFP chro-
mophore can be qualitatively estimated using the following
equation: DsF = !0.01sF|F|2, where F is in MV cm!1. By measuring
the change in fluorescence lifetime, therefore, we can evaluate
the change in magnitude of the electric field applied to the embed-
ded chromophore. The obtained result is also applicable to the na-
tive condition because no specific interaction or relaxation is
assumed in the present study.

4. Conclusions

External electric field effects on fluorescence spectrum and fluo-
rescence decay profile of GFPuv5 in a PVA film have been mea-
sured. The E–F spectrum of GFPuv5 is reproduced by a linear
combination between the fluorescence spectrum and its second
derivative spectrum, indicating both the field-induced quenching

Fig. 4. (a) Fluorescence decay (solid line) of GFPuv5 in a PVA film at zero field. (b)
The difference between the decays at 0.7 MV cm!1 and at zero field (solid line). (c)
The ratio of the decay at 0.7 MV cm!1 relative to that at zero field (solid line). The
simulated curve is shown in each panel by a dotted line. Excitation and monitoring
wavelengths were 440 and 515 nm, respectively.

T. Nakabayashi et al. / Chemical Physics Letters 457 (2008) 408–412 411

Nakabayashi et al, Chem Phys Lett 457 (2008) doi:
10.1016/j.cplett.2008.04.018
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Figure 1 Electrically tunable energy transfer from a single semiconductor nanorod to a dye molecule. a,b, High-resolution (a) and overview (b) transmission electron
micrographs showing the structure of the CdSe/CdS nanocrystals used. c, For a specific set of a single nanocrystal and a single dye molecule no energy transfer occurs
because of the lack of spectral overlap between nanocrystal emission and dye absorption. d, After application of an electric field, the nanocrystal’s PL is red-shifted, resulting
in resonance of the nanocrystal and dye transitions. This leads to energy transfer to the dye and subsequent emission. e, Absorption (dashed lines) and PL (solid lines)
spectra of nanocrystals (blue lines) and dye (red lines). Absorption spectra were taken from chloroform solution at room temperature, whereas emission spectra were taken
from polystyrene/dye blends at 50 K. Note the considerable spectral overlap of nanocrystal emission with dye absorption. The inset shows the solution absorption and PL of
the nanocrystal excitonic feature.

and a nanocrystal/dye/polystyrene film at 50 K, viewed either
through a band-pass filter centred at 600 ± 10 nm for nanocrystal
emission or through a long-pass filter transmitting above 665 nm
for dye emission. Figure 2a shows the neat nanocrystal (NC)
sample emission under excitation at lNC = 458 nm (nanocrystal
absorption). Single particles (exhibiting weak blinking3) are clearly
visible, and a typical spectrum is shown in Fig. 2c. Note that the
single-nanocrystal emission spectrum is much narrower than the
ensemble PL spectrum measured at 50 K (also shown in the figure),
which is broadened due to the energetic disorder of the individual
nanocrystals constituting the ensemble. No emission is detected
at wavelengths of lemission > 665 nm, shown in the micrograph
in Fig. 2b.

Figure 2d–f summarizes the properties of the blend. To increase
the probability for nanocrystal–dye energy transfer, we raised the

concentration of nanocrystals by one order of magnitude compared
with Fig. 2a. The average separation between nanocrystals is then
approximately 1−2 µm, whereas the average separation between
dye molecules amounts to roughly 20 nm. On excitation in the dye
absorption tail at lDye = 514 nm we observe a spatially continuous
emission, shown in the micrograph in Fig. 2d. This demonstrates
that the dye film can be considered as spatially continuous.
Excitation of the same sample beyond the dye absorption at
a wavelength of strong nanocrystal absorption (lNC = 458 nm)
leads to a discretization of the microscope image as seen in
Fig. 2e. Individual diffraction-limited spots appear, which exhibit
blinking, spectral diffusion, single-step photobleaching and linearly
polarized emission (see Supplementary Information, Figs S5–S10).
Note that the background of the image is increased with respect
to the dye-free sample in Fig. 2b because of residual direct dye
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Dipole Strength Graph

Wavelength  range

Lifetime

Dipole  Strength
Required

Quencher:

What  is  minimum  electric  field  required  and  how  do  we  create  this?  Seems  to  be  on  the  order  of
10^8  V/cm:

List  of  Candidate  Voltage-­sensitive  Quenchers:
We’re  looking  for:  high  fractional  change  (ΔF/F);;  low  photobleaching;;  low  toxicity;;  watersoluble  vs
lipid  soluble.    Please  add  links  and  info  -­-­  Also,  do  we  already  have  any  of  these  in  the  lab,  and/or
which  ones  do  you  think  are  worth  ordering?  Here  are  some  sites  with  lists/reviews:
http://square.umin.ac.jp/optical/optical/dye.html;;
http://www.redshirtimaging.com/redshirt_neuro/neuro_lib_3.htm;;



Problems

• Will the mesoscopic scatterer hypothesis apply to the brain?

• How much can the signal be improved by modulating 
above 100 kHz?

• How can one modulate above 100 kHz

• How can a semiconductor chip interact with an light-
sensitive protein and power-efficiently digitize a readout 
protein?

• Can a semiconductor chip be replaced with a biological 
component or can the power efficiency of a semiconductor 
chip approach the limits of biology?



Appendix



Glucose

• glucose concentration is 3.6 mM in extracellular fluid

• fat free adipose tissue is 18.8 kJ/kg/day or 110 mW/kg

• high metabolic rate tissue is 226 kJkg/day or 2600 mW/kg

• 100% efficient conversion (2880 kJ/mol) over 10x10 
microns, 3.5 microWatt chip would require 1.7 mm/s flux

• range of blood flow is 0.14-0.93 mm/s (impossible)

• state-of-the-art: glucose to gluconolactone or gluconic 
acid has achieved 1.0-3.3* microWatts/cm2

*B Hansen, Y Liu, and R Yang. Hybrid Nanogenerator for Concurrently Harvesting Biomechanical and Biochemical Energy. ACS nano, Jan 2010

S Kerzenmacher, J Ducrée, R Zengerle,
and F von Stetten. An abiotically catalyzed glucose fuel cell for powering medical implants: Reconstructed manufacturing protocol and analysis of performance. Journal of 
Power Sources, 182(1):66–75, 2008


