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Abstract—We present a new interferometric synthetic aperture radar (InSAR) processing approach that capitalizes on the precise orbit tracking that is available with modern radar satellites. Our method uses an accurate orbit information along with motion-compensation techniques to propagate the radar echoes to positions along a noninertial virtual orbit frame in which the location and focusing equations are particularly simple, so that images are focused without requiring autofocus techniques and are computed efficiently. Motion compensation requires two additional focus correction phase terms that are implemented in the frequency domain. If the images from an interferometric pair or stack are all computed along the same reference orbit, flat-Earth topographic correction is not needed, and image coregistration is simplified, obviating many difficulties that are often encountered in InSAR processing. We process several data sets collected by the ALOS PALSAR instrument and find that the geodetic accuracy of the radar images is 10–20 m, with up to 20 m of additional image distortion needed to align 100 km × 100 km scenes with reference digital elevation models. We validated the accuracy by using both known radar corner reflector locations and by the registration of the interferograms with digital maps. The topography-corrected interferograms are free from all geometric phase terms, and they clearly show the geophysical observables of crustal deformation, atmospheric phase, and ionospheric phase.

Index Terms—Interferometric synthetic aperture radar (InSAR), motion compensation, radar interferometry, SAR processing, synthetic aperture radar (SAR).

I. INTRODUCTION

INTERFEROMETRIC synthetic aperture radar (InSAR) has evolved into a common tool for analysis of crustal deformation [1]–[8], ice motion and structure [9]–[14], hydrologic modeling [15]–[17], vegetation canopy characterization [18]–[20], and generation of topographic data [21]–[24]. The InSAR technique is defined by computing the phase difference of complex radar echoes at each resolution element in a radar image, resulting in millimeter-scale displacement images at meter-level postings over wide areas (typically 100-km scales). Recent developments in satellite tracking and radar signal processing now permit the generation of InSAR images or interferograms that are, in addition, geodetically quite accurate. The geodetic accuracy not only provides data products in better known coordinate systems but also facilitates routine processing by avoiding many of the image registration and resampling steps incorporated into existing processing systems. The algorithms presented here are computationally efficient and more robust than many traditional processing approaches, enabling advanced approaches to data interpretation such as time series analysis of surface change.

The continuing advances in the accuracy of orbit determination now routinely produce spacecraft position estimates with submeter uncertainties. Satellites such as the European ERS-1 and ERS-2, Envisat, and Japanese ALOS produce operational products with standard errors of tens of centimeters or less [25]–[28]. We have designed a new software radar processing system based on these accurate orbit measurements so that the radar pixels may be located on the surface with accuracies of tens of meters or less. In our approach, we use radar motion-compensation techniques to propagate radar echoes from their actual acquisition locations to ideal orbits in which the focusing and positioning equations are particularly simple. Thus, when processing multiple images, for a case that is as simple as two scenes to be formed into a single interferogram or as complex as hundreds of scenes to form a persistent scattering estimate of temporal evolution of crustal deformation, all of the data passes may be processed to a common coordinate system. This facilitates the resampling of the individual single-look complex scenes to common locations, which is a step that is often problematic in geodetically inaccurate processing methods. The accuracy of the orbits is such that autofocus or other image refinement steps are not necessary, significantly increasing both the efficiency of the processor and the accuracy to which pixels may be located on the surface. Another advantage to motion-compensated processing using a common reference orbit is that the “curved-Earth” range phase term is not present in the interferograms as the effective InSAR baseline, as regards Earth curvature, is zero.

Here, we describe our processing method, starting with the definition of our reference orbit and the equations needed for radar image focusing and pixel location. We then summarize our motion-compensation approach and show that two focus correction phase histories must be added to the radar echo to properly focus the image. We then describe an iterative algorithm for mapping the interferograms, as expressed in radar coordinates, to evenly spaced and known geodetic coordinates so that the images may be readily combined with other data types. We assess the geodetic accuracy of the system by analyzing the data acquired over a set of GPS-surveyed radar corner reflectors. Finally, we present several interferograms from L-band ALOS PALSAR data in order to demonstrate applicability to a variety of applications.

We note that our method is not necessarily more geodetically accurate than other InSAR software that has been similarly motivated. We have attempted to design a processing system...
with geodetic accuracy as a fundamental design consideration. Hence, a major emphasis in this paper is on useful coordinate systems to facilitate geodetic accuracy in both the SAR processing and the derivation of InSAR products. Geodetic accuracy is not only important for many applications but also readily feasible in today’s precise-orbit world, as we demonstrate in the succeeding discussion.

Previous presentations of geodetically accurate radar processing [29], [30] also show accuracies that are roughly the size of a 10-m radar resolution cell. The work at Scripps Institution of Oceanography [30] has already shown that orbit accuracy for the ALOS satellite is fine enough to obviate the need for autofocus modules in the software. We find similarly that this code is unneeded. In addition, several groups [31]–[34] have experimented with aligning time sequences of images precisely during processing to a single master image. In our approach, we do the same, but the coordinate system used is not a physically realizable system for a satellite in an inertial orbit. In essence, we use a virtual coordinate system to simplify postprocessing codes that implement the InSAR product generation.

It is worth noting that the motion-compensation approach that we present here is a critical aspect for processing SAR data from airborne platforms, where interactions with the atmosphere lead to turbulent flight trajectories that defocus SAR images and lead to InSAR phase errors. These short-period orbit errors are usually less significant for spaceborne platforms that generally orbit well above the atmosphere, although they can be present for certain system configurations or imaging geometries. In this paper, we meet precise geometrical standards using an approach that can work even with very irregular orbits, such as those that might arise from low-altitude satellites or from platforms with extremely long synthetic apertures, as required for long-wavelength radar systems.

II. PHASE HISTORY FOR SPACECRAFT IN PERFECT CIRCULAR ORBIT

We begin by developing the equations needed to properly locate and focus a SAR image from an orbiting radar sensor. Assume that we have a satellite in a perfect circular orbit above a nonrotating planet. Since all known planets rotate, such an orbital is noninertial, it cannot exist in a physical sense without continuous accelerations applied to the spacecraft, and, thus, it is not feasible for satellites in use today. Nonetheless, we can define such an orbit and translate the actual radar echoes to the ideal reference trajectory using motion-compensation methods. We define the geometry of the spacecraft radar observing a point \( P \) as shown in Fig. 1.

Here, the spacecraft travels along an orbit path at a constant velocity \( v \), at a constant height \( h \), and above a spherical planet with a radius of curvature \( r_c \). The range to the imaged point \( r \) varies as a function of time \( t \). The usual relations for radial phase history \( \phi \) and instantaneous frequency \( f \) hold

\[
\phi(t) = -\frac{4\pi}{\lambda} r(t) \tag{1}
\]

\[
2\pi f(t) = -\frac{4\pi}{\lambda} \dot{r}(t). \tag{2}
\]

The Doppler frequency \( f_D \) and the Doppler rate \( f_{rate} \), respectively, can be written as

\[
f_D = -\frac{2}{\lambda} \dot{r}. \tag{3}
\]

\[
f_{rate} = -\frac{2}{\lambda} \ddot{r}. \tag{4}
\]

We now relate these general expressions to the geometry of Fig. 1. From the law of cosines

\[
r^2 = (h + r_c)^2 + r_c^2 - 2r_c(h + r_c) \cos \alpha. \tag{5}
\]

The spherical law of cosines considering the right angle shown in the figure is equal to

\[
\cos \alpha = \cos \beta \cos \gamma. \tag{6}
\]

Let us rewrite this as

\[
r^2 = (h + r_c)^2 + r_c^2 - 2r_c(h + r_c) \cos \beta \cos \gamma. \tag{7}
\]

By noting that \( v t/(h + r_c) = \beta \), and \( \dot{\beta} = v/(h + r_c) \) is a constant, we can differentiate (7) with respect to time

\[
2r \dot{v} = -2r_c(h + r_c) \cos \gamma(-\sin \beta) \dot{\beta}. \tag{8}
\]
Thus
\[
\dot{r} = \frac{r_c(h + r_c) \cos \gamma \sin \beta \dot{\beta}}{r}
\]  
(9)

or it is expressed as \( f_D \) as a function of the along-track angle \( \beta \)
\[
f_D = -\frac{2}{r^2} r_c(h + r_c) \cos \gamma \sin \beta \dot{\beta}.
\]  
(10)

To determine the SAR focusing parameter \( f_{\text{rate}} \), we start with (8) and again differentiate with respect to time, obtaining
\[
\ddot{r} + \dot{r}^2 = r_c(h + r_c) \cos \gamma \dot{\beta} \cos \beta \dot{\beta}
\]
\[
= r_c(h + r_c) \cos \gamma \sin \beta \dot{\beta} \cdot \cos \beta \dot{\beta}
\]
\[
= \dot{r} \frac{\cos \beta}{\sin \beta} \dot{\beta}.
\]  
(11)

Then
\[
\ddot{r} = \dot{r} \frac{\cos \beta}{\sin \beta} \dot{\beta} - \dot{r}^2
\]  
(12)

\[
\dot{r} = \dot{r} \frac{\cos \beta}{\sin \beta} \dot{\beta} - \dot{r}^2
\]  
(13)

finally yielding
\[
f_{\text{rate}} = \frac{2}{\lambda} \left[ \frac{\dot{r}^2}{r} - \dot{r} \frac{\cos \beta}{\sin \beta} \dot{\beta} \right].
\]  
(14)

The expressions for \( f_D \) and \( f_{\text{rate}} \), which are (10) and (14), respectively, supply the information that is necessary for locating the along-track position and the optimal chirp rate to image a point, as in many range Doppler processing implementations (see, for example, [35]).

III. MOTION-COMPENSATION APPROACH AND GEOMETRY

Thus, if the spacecraft was flying in the above ideal orbit, we can readily construct the matched filter for an along-track location, as given by the Doppler centroid \( f_D \) and azimuth chirp rate \( f_{\text{rate}} \). However, it would be very wasteful of fuel to force a satellite into this noninertial orbit, and existing sensors do not follow such an orbital trajectory. We therefore apply a motion-compensation algorithm to the received echoes so that the data are similar to what the sensor would have recorded if it had flown along the reference track. In addition to allowing ready focusing and identifying the location of the image using the equations of the previous section, the motion-compensation step allows us to process multiple acquisitions to the same coordinate system.

We introduce here a coordinate system that is defined with respect to the projected ground track of the ideal satellite orbit. This coordinate system, referred to as \( \text{sych} \), was developed and used for the NASA Shuttle Radar Topography Mission at the Jet Propulsion Laboratory [36]. In this coordinate system, \( s \) is the along-track coordinate along the surface projection of the satellite path, \( c \) is the cross-track coordinate along the surface to the projection of a point, and \( h \) is the height of the point above the surface (Fig. 2).

Consider a top-down view of the motion-compensation reference orbit and the actual ground track of the satellite projected on a spherical planet, as shown in Fig. 3.

Here, the actual location of the satellite is \( (s_0, c_0, h_0) \); \( P \) is the point to be imaged; \( \delta \) is the squint angle, given the Doppler centroid of the point; the desired position of the motion-compensated satellite is \( (s, 0, h) \); and \( c_0, s - s_0, \) and...
$d$ are all distances along great circles on the planet surface. Once again, starting with the spherical law of cosines, we see

$$\cos \frac{d}{r_c} = \cos \frac{s_0 - s}{r_c} \cos \frac{c_0}{r_c}$$

(15)

while the law of sines yields

$$\frac{\sin(\pi/2 - \delta)}{\sin \frac{c_0}{r_c}} = \frac{\sin \pi/2}{\sin \frac{d}{r_c}}.$$ 

(16)

In addition, we can also write using the spherical law of cosines

$$\cos(\pi/2 - \delta) \sin \frac{s_0 - s}{r_c} \sin \frac{d}{r_c} + \cos \frac{s_0 - s}{r_c} \cos \frac{d}{r_c} = \cos \frac{c_0}{r_c}.$$ 

(17)

By using (15) earlier

$$\cos(\pi/2 - \delta) \sin \frac{s_0 - s}{r_c} \sin \frac{d}{r_c} + \cos \frac{s_0 - s}{r_c} \cos \frac{d}{r_c} = \cos \frac{c_0}{r_c}$$

(18)

or

$$\cos(\pi/2 - \delta) \sin \frac{s_0 - s}{r_c} \sin \frac{d}{r_c} = \cos \frac{c_0}{r_c} \left(1 - \cos^2 \frac{s_0 - s}{r_c}\right)$$

(19)

and thus

$$\cos(\pi/2 - \delta) \sin \frac{d}{r_c} = \cos \frac{c_0}{r_c} \sin \frac{s_0 - s}{r_c}.$$ 

(20)

Moreover, from (16)

$$\cos(\pi/2 - \delta) \frac{\sin \frac{c_0}{r_c}}{\sin(\pi/2 - \delta)} = \cos \frac{c_0}{r_c} \sin \frac{s_0 - s}{r_c}$$

(21)

from which

$$\tan \delta \sin \frac{c_0}{r_c} = \cos \frac{c_0}{r_c} \sin \frac{s_0 - s}{r_c}.$$ 

(22)

Finally

$$\tan \delta \tan \frac{c_0}{r_c} = \sin \frac{s_0 - s}{r_c}.$$ 

(23)

Now, we can solve for the desired spacecraft position $s$

$$s = s_0 - r_c \sin^{-1} \left(\tan \delta \tan \frac{c_0}{r_c}\right).$$

(24)

The desired cross-track position and height are 0 and $h$, respectively, so now, we know both the actual and motion-compensated spacecraft locations. The solution for the composite squint angle $\delta$ can be found from the aforementioned $\alpha$, $\beta$, and $\gamma$ since (again from the spherical law of cosines)

$$\sin \delta = \frac{(\cos \gamma - \cos \beta \cos \alpha)}{\sin \beta \sin \alpha}.$$ 

(25)
distance (denoted as \( r \) in Figs. 1 and 4) from the motion-compensated reference track \((s, 0, h)\). We determine the origin-centered angles \(\alpha\) and \(\alpha'\) for the reference and actual positions starting with

\[
\cos \alpha' = \frac{(r_c + h_0)^2 + r_c^2 - r'^2}{2r_c(h_0 + r_c)}
\]

(26) and by using the difference \(\alpha - \alpha'\) (which is equal to \(d/r_c\)), we find that the cosine of the origin-centered angle \(\alpha\) for the reference location is

\[
\cos \alpha = \cos \alpha' \cos \frac{d}{r_c} - \sin \alpha' \sin \frac{d}{r_c}
\]

(27) so that

\[
r = \sqrt{(r_c + h)^2 + r_c^2 - 2(r_c + h)r_c \cos \alpha}.
\]

(28)

We then shift the position of the return echo by \(r' - r\) and its phase by \((4\pi/\lambda)(r' - r)\). Since \(r'\) is a function of \(r\), we can express the motion-compensation baseline distance and phase, respectively, as

\[
b = r'(r) - r
\]

(29)

and

\[
\phi_{\text{baseline}} = \frac{4\pi}{\lambda} (r'(r) - r).
\]

(30)

V. FOCUS CORRECTIONS

Two phase correction terms are needed to properly focus the motion-compensated SAR images. The first correction is a change in the Doppler frequency rate \(f_{\text{rate}}\) resulting from the motion-compensation shift in the scatterer distance from the radar. The second correction is a phase term added to the phase history to account for range dependence of the motion-compensation phase shift.

The echo signal after motion compensation is moved to a different range if the motion-compensation baseline (the difference between the actual spacecraft position and the position projected onto the reference orbit as described earlier) is nonzero. The phase history of a scatterer, which depends on actual imaging geometry, is thus located at a different range than its original position, and it differs from the history that is expected at its motion-compensated range. While motion compensation adequately corrects the constant and linear terms for the phase history, the second order term requires an additional correction. The first correction factor changes the frequency rate of the matched filter by the ratio of the motion-compensation baseline (the distance that the echo moved in the motion-compensation step) to the scatterer range. Consider the following (Fig. 5).

This figure shows a simplified motion-compensation geometry that is constrained so that the reference orbit, the actual orbit, and the scattering point are all coplanar, and we assume that we are processing the echo that is centered at the zero Doppler point. The distance \(b(t)\) is the motion-compensation baseline. The range history for the scatterer with respect to the reference orbit satisfies

\[
r^2(t) = r_0^2 + v^2t^2
\]

(31) which, under the usual SAR approximation, can be written as

\[
r(t) \approx r_0 + \frac{1}{2} \frac{v^2t^2}{r_0}
\]

(32) leading to a Doppler rate \(f_{\text{rate}} = -(2v^2/\lambda r_0)\).

The range history of the actual return from the scatterer, again under the SAR approximation, is

\[
r_{\text{act}}(t) \approx r_0 - b(t) + \frac{1}{2} \frac{v^2t^2}{r_0 - b(t)}
\]

\[
\approx r_0 - b(t) + \frac{1}{2} \frac{v^2t^2}{r_0} \left(1 + \frac{b(t)}{r_0}\right).
\]

(33)

Next, note that, in the motion-compensation step, we add the value of the baseline to this to form the motion-compensated range history, resulting in

\[
r_{\text{mocomp}}(t) = r_0 + \frac{1}{2} \frac{v^2t^2}{r_0} \left(1 + \frac{b(t)}{r_0}\right).
\]

(34) Comparing with the reference range history earlier shows that the Doppler rate that is needed to focus the echo is the same as the reference rate, scaled by a factor that depends on the ratio of the motion-compensation baseline to the range. In other words, since the scatterer is moved to a different range than its original location, the focus must be corrected to account for this distortion. The correction factor does depend on the varying baseline with time, but in practice, we find that using a constant value for each processed patch of data is sufficiently precise for many radar satellites.

To calculate the change in \(f_{\text{rate}}\) for the full geometry rather than the simplified case of Fig. 5, note that we
can write

\[
\dot{f}_{rate} = \frac{2}{\lambda} \left[ \frac{\dot{r}^2}{r} - \frac{r \cos \beta}{\sin \beta} \right] \\
= \frac{2}{\lambda} \left[ \frac{\lambda^2 f_D^2}{4r} + \frac{\lambda}{2 \tan \beta} \dot{r} \right] \\
= \frac{\lambda f_D^2}{2r} - \frac{2v^2}{\lambda} \frac{r_c}{(h + r_c)} \cos \alpha. \quad (35)
\]

Thus, the difference in \( f_{rate} \) for the scatterer at its original position (primed coordinates) and its motion-compensated position is

\[
\dot{f}_{rate} - \dot{f}'_{rate} = \frac{\lambda f_D^2}{2} \left( \frac{1}{r} - \frac{1}{r'} \right) - \frac{2v^2}{\lambda} \frac{r_c}{(h + r_c)} \\
\times \left( \frac{\cos \alpha}{r} - \frac{\cos \alpha'}{r'} \right) \\
= \frac{\lambda f_D^2}{2} \left( \frac{r' - r}{rr'} \right) - \frac{2v^2}{\lambda} \frac{r_c}{(h + r_c)} \\
\times \left( \frac{r' \cos \alpha - r \cos \alpha'}{rr'} \right) \\
= \frac{\lambda f_D^2}{2r} b(t) - \frac{2v^2}{\lambda r} \frac{r_c}{(h + r_c)} \cos \alpha \frac{b(t)}{r} \\
= \dot{f}_{rate} b(t) \quad (36)
\]

which is the same relation that we had in the simplified case for \( r = r_0 \) and which holds under the same approximation of slowly changing \( b(t) \) for each patch and for \( h \approx h' \).

A second focus correction factor is required as well to compensate for the phase added to each radar echo during motion compensation. Recall that each echo has been altered by a range-varying phase of the form given in (30). Due to range migration, this phase varies as a function of the range migration distance for each scatterer, so that every scatterer has a range-dependent phase added to its phase history. When the phase history is reconstructed during processing to form the matched filter, this range-dependent term is still present. Thus, we must remove this phase term in order to focus the image properly.

This additional phase is introduced in the motion-compensation step because each echo is repositioned in range by a distance defined by the actual and reference orbit locations. In the motion-compensation step, the phase is advanced by an amount that corresponds to the distance of the scatterer at the location defined by the antenna boresight. Of course, for most of the range history, the scatterer is at a different distance from the antenna. Thus, the phase that is applied in motion compensation is only approximately correct over the phase history. Since we can calculate how much extra phase is added to the radar echoes at each position in the synthetic aperture, we remove that extra phase in this step by applying the second focus correction factor.

The magnitude of the phase correction depends on the amount of range migration for each scatterer at each point in time, and in the time-domain signal, echoes from many scatterers at differing azimuth locations are present at each azimuth position. Thus, we cannot apply a single correction term to the time-domain signal. However, if we consider, instead, range migration as a function of frequency after applying a Fourier transform in the azimuth direction, we can apply a single correction to all scatterers at the same reference range simultaneously, which is analogous to the range migration resampling needed for range-Doppler processing. Since in the frequency domain we can represent the range migration as

\[
r_{\text{migration}} = \frac{\lambda}{4\pi} \cdot \pi \cdot \frac{1}{f_{\text{rate}}} f^2 \quad (37)
\]

we can apply the correction based on the idea that the range history is a function of the Doppler frequency. The required correction phase is the product of the migration distance and the gradient in the range of the motion-compensation phase

\[
\phi_{\text{correction}} = r_{\text{migration}} \cdot \frac{\partial}{\partial \lambda} \left( \frac{4\pi}{\lambda} (r' (r) - r) \right) \bigg|_{r = r_0} = -\frac{\lambda}{4 \cdot f_{\text{rate}}} f^2 \cdot \frac{\partial}{\partial r} \left( \frac{4\pi}{\lambda} (r' (r) - r) \right) \bigg|_{r = r_0}. \quad (38)
\]

These two phase corrections suffice to focus the image properly.

VI. SUMMARY OF THE PROCESSING STEPS

In summary, our radar image generation steps include the following: Select a circular reference orbit, range compress each echo, apply motion compensation to move each echo to the reference track, Fourier transform the data in the azimuth direction, form the azimuth matched filter whose quadratic term reflects the motion-compensation baseline, remove the residual azimuth phase that results from the motion-compensation step, and inverse Fourier transform the data in azimuth. This produces the single-look complex data set that is needed for subsequent analysis.

VII. LIMITATIONS

Our approach for focusing the radar images will be less accurate under several different conditions, which must be assessed for each radar system configuration. These are the following.

1) If the motion-compensation baseline varies significantly over a single patch of raw data, the motion-compensation focus correction will not be correct everywhere. In our implementation, we assume that a single baseline is representative for the entire patch for the focus correction. While each echo is shifted in position for the instantaneous value of the baseline, focus correction is applied to the entire patch at once, which is a consequence of its frequency-domain implementation. If the variation in baseline is such that the chirp rate varies by more than about one part in the azimuth time–bandwidth product over the patch, some defocusing will occur.
2) If the baseline is not measured accurately enough, i.e., the trajectory is not known well enough, then the resulting interferogram will exhibit phase artifacts that are related to the error in position. For spaceborne sensors, which tend to be quite stable, this is not a significant problem unless the errors are very large. However, for airborne systems where there is a great deal of platform motion on short time scales, the phase artifacts will be quite visible and may mask the underlying desired phase signature.

3) Finally, if the orbit trajectory is such that there are very large velocities in the \( c \) or \( h \) direction, our estimates of the Doppler frequency will differ significantly for the actual and reference orbit cases. Processing the data at the incorrect Doppler centroid leads to defocusing and loss of signal. In our current implementation, we simply use the Doppler centroid as estimated from the raw data. Future implementations could include a refined Doppler estimation using the orbit data to avoid this problem.

Despite these known limitations, our method works quite well for existing spaceborne radar systems over the range of wavelengths and resolutions used in today’s environmental radars.

VIII. INTERFEROGRAM FORMATION

The aforementioned steps lead to well-focused single-look complex SAR images with known coordinates for each point. The next step in most InSAR processors is the formation of the interferogram from a pair of these images. Interferogram formation is particularly simple if the coordinates of the two single-look images coincide, eliminating the difficult and time-consuming resampling step. Since we are free to choose any reference orbit for each image, selecting the same reference for both images of the InSAR pair leads directly to coincident images. Typically, we choose, as a reference, an orbit at the average height of the two scenes, with the average heading of the two scenes, and an along-track spacing set by the average velocity of the two scenes.

The processing equations as presented earlier locate the pixels, assuming that the planet surface is a perfect sphere with no topography. Thus, the images do not quite align perfectly, and offsets of up to a pixel are common. In addition, propagation delays through the ionosphere and troposphere are not yet accounted, leading to additional errors in pixel location. Thus, we apply a resampling based on image cross correlation to align the images optimally. However, because the misposition error is small, typically a pixel or two, this step is efficient, and the interferogram formation may be implemented without detailed topographic or propagation medium delay knowledge.

For more advanced processing methods, such as time series analysis, persistent scatterers [32], [33], [38]–[42], or small baseline analysis [34], [43], many images are required, rather than a single interferogram pair. In these cases, we still choose a single reference orbit based on the collection of scenes to be combined. Selection of an orbit that approximates an average of all of the orbits used is somewhat arbitrary but straightforward. For many applications, the exact reference orbit used is unimportant as long as the same orbit is used for all scenes.

Fig. 6. Geometric construction for topographic correction. Imaged point \( P \) actually lies at an elevation \( z \) above the reference surface of a sphere of radius \( r_c \). The Earth-centered angle \( \alpha \) and the spacecraft height \( h \) are the same as defined in Fig. 1.

IX. TOPOGRAPHIC CORRECTION

The interferogram formed, as described in the previous section, does not contain the background phase pattern due to the general curvature of the Earth surface, since the motion-compensation method generates an effective InSAR baseline of zero for scatterers located on the surface. However, since the imaged area generally has topographic relief, the topographic phase contribution is still present. Therefore, for deformation applications, we must compensate for this phase term so that the “flattened” interferogram has only signals that are related to surface or propagation medium change.

Because the digital topographic data are often available for our study areas, we use the two-pass [1], [2] method for topographic phase compensation. In this method, we compute the latitude and longitude for each radar pixel, retrieve the elevation for that location from a digital elevation model (DEM), and compute and subtract the phase associated with a pixel at that elevation.

There is no closed-form solution to yield latitude, longitude, and elevation from range and azimuth radar coordinates, so we have developed an iterative approach that converges quickly to compute the elevation and location for each pixel. Consider the geometric construction of Fig. 6 in the following.

We initially let the scatterer height \( z \) be equal to zero, although another initial estimate will suffice as well. Given the reference orbit height, we can solve for the Earth-centered angle \( \alpha \) as

\[
\cos \alpha = \frac{(h + r_c)^2 + (r_c + z)^2 - \rho^2}{2(h + r_c)(r_c + z)}. \tag{39}
\]
We next compute the \(sch\) coordinates of the pixel. The along-track coordinate \(s\) is related to the \(s\) coordinate of the satellite \(s_{\text{satellite}}\) in the reference orbit coordinates by

\[
s = s_{\text{satellite}} + r_c \tan^{-1} \left( \frac{f_d(r_c + h)\lambda r}{v(r_c^2 + (h + r_c)^2 - r^2)} \right) \quad (40)
\]

where the second term on the right is the along-track distance for a pixel of the Doppler shift \(f_d\). In our implementation, we compute the single-look complex images in a “skewed” geometry, so a range line of data corresponds to a constant squint direction so that only a single InSAR baseline vector is needed at each range line. This simplifies the bookkeeping requirements for topographic correction, but one could use deskewed images in which case the second term in (40) is not needed. The \(c\) and \(h\) coordinates follow from

\[
c = -r_c \cos^{-1} \left( \frac{\cos \alpha}{\cos \beta} \right) \quad (41)
\]

\[
h = z \quad (42)
\]

where \(\beta\) is the same as that defined in Fig. 1. Given an estimate of the pixel coordinates in the \(sch\) system, we convert the location to latitude/longitude/height coordinates. With this estimate of latitude and longitude, we then retrieve the elevation of the location from the DEM. This becomes our new estimate of \(z\), and we repeat the process (39)–(42) to refine the estimate. We can iterate until the sequence converges, which typically takes two or three iterations. At the convergence of the iterative loop, we have the latitude, longitude, and elevation for each point in the image.

Finally, given the elevation of the pixel, we evaluate the phase expected from moving a scatterer from the reference sphere to its true elevation as

\[
\phi_{\text{elevation}} = \frac{4\pi}{\lambda} \left( u_{\text{elevation}-\text{of}-\text{line}-\text{of}-\text{sight}} - u_{\text{zero height}} \right) \bullet b(t) \quad (43)
\]

where the \(u\)’s are the unit vectors to the pixel at elevation and on the reference sphere, respectively, and \(b(t)\) is the InSAR baseline vector. Subtracting this phase from the interferogram at each point removes the topographic signature, leaving only the deformation and propagation variation phases.

Errors in orbit determination, plus unmodeled delays in the propagation medium, can lead to slight distortions in the topographically corrected interferograms. Thus, we further correct the images by registering them to the DEM transformed into radar coordinates. This registration corrects for additional pixel-scale shifts in the interferograms to yield a more geodetically precise result. Typical final registration shifts observed here are on the order of one pixel in the range direction and one to three pixels in the azimuth direction. The results for the sample ALOS data sets are tabulated in the following geodetic accuracy section (Table II).

X. GEOCODING

The final step that we apply in data processing is a resampling of the terrain-corrected interferogram onto an orthorectified grid. The interferogram before this stage is still sampled in a uniform radar sensor coordinate system. It is essentially a range-Doppler coordinate system image where the along-track distance is expressed in meters rather than the Doppler frequency. The coordinates for each pixel are known in absolute position, as the transformation between the \(sch\) and absolute coordinates in an Earth-fixed rotating frame (which we refer to as the \(xyz\) coordinates) is well characterized once the topographic correction is applied. It is nonetheless more useful to resample the images to uniformly sampled latitude-longitude or Universal Transverse Mercator coordinates so that the data are more easily related to other data types. Our algorithms are not unusual; however, we are currently using a nearest neighbor interpolation during this step to avoid amplitude artifacts that follow from nonband-limited multilook interferogram data. This is an implementation choice, and if desired, the full single-look complex images may be resampled using the steps outlined earlier. We have chosen to work with multilook data to minimize disk and memory requirements.

XI. GEODETIC ACCURACY AND EXAMPLES

In this section, we present several images from our new processing system to illustrate its performance, especially as regards geodetic accuracy. Fig. 7 shows the impulse response of the SAR compression module for a simulated ALOS echo, where we have assumed an InSAR baseline of 3000 m, corresponding to a motion-compensation baseline and an InSAR baseline of about 3000 m. The half-power widths are 5.3 and 4.0 m in the slant range and in azimuth, respectively.

![Impulse response of the SAR processing module for the simulated ALOS data in a nominal geometry with an incidence angle of 34°.](Image)
might expect as our simulator computes a phase history over a longer interval than the antenna illuminates.

In Fig. 8, we display a portion of a single-look complex image of the San Francisco airport from the ALOS satellite data acquired on February 28, 2008. The orbit and frame designators for this scene are 11162 and 740. The slant range (across) and azimuth (vertical) pixel spacings are 4.7 and 3.2 m, respectively. The resolution of the processed image is roughly one pixel, i.e., the image shows no appreciable blurring at this scale. Range sidelobes are visible from the strong reflectors on the airport terminal buildings. The horizontal artifacts that are visible mainly over the darker regions of the image are due to the L-band interference signals, which are many in the region. We have not filtered these interfering signals in this processing.

We assess the geodetic accuracy of our system in two ways: by processing an image containing known survey markers and by evaluating the shift in position between our images and reference data from existing DEMs. Three corner reflectors were installed in the Piñon Flat area in southern California by investigators at the Scripps Institution of Oceanography, University of California, San Diego, La Jolla [44]. One of these was aligned to return echoes in the direction of the ALOS satellite on its orbit track 213 in frame 660, which is an ascending orbit. We processed an interferogram on this track from orbits 7588 and 8259, acquired on June 28 and August 13, 2007. Two other reflectors were aligned with the descending orbit track, and we processed data from orbits 9360 and 10031, October 27 and December 12, 2007, track 534, and frame 2940. For all of these reflectors, we measured the inferred location from the interferograms and compared the results to a GPS ground survey done by scientists at Scripps. In Table I, we summarize our corner reflector location measurements from the ALOS data and from the Scripps ground survey. The top line in each section of the table gives the observed location from our processor before alignment with a DEM, which is the “dead-reckoning” result. The middle line gives the location after a cross-correlation registration with a DEM, while the third line gives the location as determined from the ground geodetic survey. The disagreements here are on the order of 10–15 m, and the corner reflector is imaged with similar accuracy with and without registration to the DEM. Note that these results are quantized to the pixel spacing, though, because we use the nearest neighbor interpolation algorithm in this step of the implementation. We believe that this result is better than our typical accuracy across the entire image, however, as we discuss further in the following.

We present several processed interferogram data sets from ALOS measurements in Figs. 9–12. Fig. 9 shows an interferogram formed from the data acquired over southern California, centered over the town of Ventura. The image center latitude

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PIñON FLAT CORNER REFLECTOR LOCATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Measurement</strong></td>
<td><strong>Latitude</strong> (deg)</td>
</tr>
<tr>
<td>Reflector aligned with ascending orbit</td>
<td></td>
</tr>
<tr>
<td>InSAR location, unregistered image</td>
<td>33.61233</td>
</tr>
<tr>
<td>InSAR location, registered image</td>
<td>33.61215</td>
</tr>
<tr>
<td>Ground GPS survey</td>
<td>33.61225</td>
</tr>
<tr>
<td>Reflector aligned with descending orbit</td>
<td></td>
</tr>
<tr>
<td>InSAR location, unregistered image</td>
<td>33.360729</td>
</tr>
<tr>
<td>InSAR location, registered image</td>
<td>33.60727</td>
</tr>
<tr>
<td>Ground GPS survey</td>
<td>33.60737</td>
</tr>
</tbody>
</table>

Fig. 8. Single-look complex image of the San Francisco airport as seen in the ALOS satellite data. The L-band wavelength leads to very dark runways at the right-hand side of the image, while the terminal structures stand out well. The slant range and azimuth pixel spacings of the image are 4.7 and 3.2 m, respectively. The image is well focused at this scale. Range (across) artifacts include sidelobes from the bright reflectors in the terminal area and interfering L-band signals that are visible over the darker parts of the image.
Fig. 9. ALOS interferogram of the Ventura area from the data acquired on June 22 and September 21, 2007. The phase signature is likely the variability of the atmosphere on the two days. The InSAR baseline is 100 m, and the illumination is from the left. The spacecraft motion is from south to north.

Fig. 10. ALOS interferogram from May 5 to June 20, 2007, over the Kilauea region of the island of Hawaii. An intrusion occurred in June 17–19 along the East Rift of the Kilauea Volcano (19° 25' N, 155° 18' W) and produced the clear crustal deformation phase signal. Additional phase variation, which is visible at the top portion and elsewhere on Mauna Loa, plus some signals along the coast, most likely results from atmospheric change. Illumination is from the left. The InSAR baseline is about 200 m.

Fig. 11. ALOS interferogram of an area in Iceland, showing two glaciers and strong ionospheric artifacts. The change in the total electron content in the ionosphere is directly proportional to the phase delay and is visible as phase “bars.” The gradient in electron content is higher at the north than in the south. Data were acquired on September 2 and October 18, 2007, on orbits 8561 and 9232 (frame 1290). The InSAR baseline is about 300 m, and again, illumination is from the left.

[45]–[49]. The spacecraft moves from south to north, and the illumination is from the left.

In Fig. 10, we present an ALOS interferogram from orbits 6802 and 7473 (May 5 and June 20, 2007) over the Kilauea region of the island of Hawaii. Illumination again is from the left. In this image, there is a clear crustal deformation signal from an intrusion in June 17–19 along the East Rift of the Kilauea Volcano. The intrusion along the rift is accompanied by a deflation at the Kilauea Caldera. Additional phase signals, such as at the topmost portion of Mauna Loa and elsewhere on this volcano, plus some signals along the coast, most likely result from atmospheric change.

A different sort of artifact is visible in Fig. 11, which is an ALOS interferogram of glaciated terrain in Iceland (image center is approximately 64° 40' N, 18° 30' W). The illumination is again from the left. This image shows the phase “bars” that are aligned roughly with the range direction, mainly in the top part of the image, but are also visible in the southern third of the image. The northern artifacts are narrower than those in the south. We speculate that these phase patterns are due to the variations in the ionosphere rather than the troposphere, because they are also associated with the azimuth pixel shifts that would result from the gradients in the ionospheric electron content. The pixel shifts are most easily seen in the correlation image (see Fig. 12), where they cause similar bars of decorrelation as the two single look complex images do not align well. Tropospheric phase patterns would not be significant here because the surface temperature is low, so that the partial pressure of water vapor, which is responsible for most of the variable atmospheric signal [48], is very low. The interferogram decorrelates significantly over the glaciers near the image center and the southeast corner of the image, likely due to surface melt or motion.
Fig. 12. Correlation images for the three scenes shown in Figs. 9–11. The Ventura image is at the left, Hawaii is at the center, and Iceland is at the right. Correlations range from near unity to essentially uncorrelated; hence, they are a representative of surface effects. The decorrelation band running across the Iceland image over the upper glacier is probably from pixel misposition due to electron density gradients in the ionosphere.

The correlation images for all three scenes of Figs. 9–11 are shown in Fig. 12. The correlations are generally high, except over water and over the glaciers in the Iceland image. The correlation drops over the vegetated area in the Hawaii image due to surface change as the vegetation changes over time. The Iceland image, in addition, shows a significant band of decorrelation near the northern glacier where there is the greatest shift in azimuth position due to electron content gradients in the ionosphere.

We can further characterize the geodetic accuracy of the processing system by examining the image registration shift needed to align the processed interferograms with the DEM that is used to correct the interferogram for elevation. In Table II, we list the offsets in range and azimuth (in meters), which are required to align the image with the DEM. We also list in the right-hand columns the additional amount of stretch that is required to align the remainder of the points with the DEM. This extra stretch tends to be great at the image corners. We can see that the image-center offset ranges from −22 to 24 m, and the additional image distortion that is needed to align with a reference DEM can be up to 44 m at one corner of the Iceland image.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Range offset at center (m)</th>
<th>Azimuth offset at center (m)</th>
<th>Additional stretch Range (m)</th>
<th>Additional stretch Azimuth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ventura</td>
<td>-15.8</td>
<td>18.2</td>
<td>9.4</td>
<td>15.2</td>
</tr>
<tr>
<td>Hawaii</td>
<td>-21.5</td>
<td>24.0</td>
<td>14.1</td>
<td>25.4</td>
</tr>
<tr>
<td>Iceland</td>
<td>2.0</td>
<td>2.9</td>
<td>44.0</td>
<td>29.4</td>
</tr>
</tbody>
</table>

The correlation images for all three scenes of Figs. 9–11 are shown in Fig. 12. The correlations are generally high, except over water and over the glaciers in the Iceland image. The correlation drops over the vegetated area in the Hawaii image due to surface change as the vegetation changes over time. The Iceland image, in addition, shows a significant band of decorrelation near the northern glacier where there is the greatest shift in azimuth position due to electron content gradients in the ionosphere.

We can further characterize the geodetic accuracy of the processing system by examining the image registration shift needed to align the processed interferograms with the DEM that is used to correct the interferogram for elevation. In Table II, we list the offsets in range and azimuth (in meters), which are required to align the image with the DEM. We also list in the right-hand columns the additional amount of stretch that is required to align the remainder of the points with the DEM. This extra stretch tends to be great at the image corners. We can see that the image-center offset ranges from −22 to 24 m, and the additional image distortion that is needed to align with a reference DEM can be up to 44 m at one corner of the Iceland image.

Table II

<table>
<thead>
<tr>
<th>Scene</th>
<th>Range offset at center (m)</th>
<th>Azimuth offset at center (m)</th>
<th>Additional stretch Range (m)</th>
<th>Additional stretch Azimuth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ventura</td>
<td>-15.8</td>
<td>18.2</td>
<td>9.4</td>
<td>15.2</td>
</tr>
<tr>
<td>Hawaii</td>
<td>-21.5</td>
<td>24.0</td>
<td>14.1</td>
<td>25.4</td>
</tr>
<tr>
<td>Iceland</td>
<td>2.0</td>
<td>2.9</td>
<td>44.0</td>
<td>29.4</td>
</tr>
</tbody>
</table>

The correlation images for all three scenes of Figs. 9–11 are shown in Fig. 12. The correlations are generally high, except over water and over the glaciers in the Iceland image. The correlation drops over the vegetated area in the Hawaii image due to surface change as the vegetation changes over time. The Iceland image, in addition, shows a significant band of decorrelation near the northern glacier where there is the greatest shift in azimuth position due to electron content gradients in the ionosphere.

We can further characterize the geodetic accuracy of the processing system by examining the image registration shift needed to align the processed interferograms with the DEM that is used to correct the interferogram for elevation. In Table II, we list the offsets in range and azimuth (in meters), which are required to align the image with the DEM. We also list in the right-hand columns the additional amount of stretch that is required to align the remainder of the points with the DEM. This extra stretch tends to be great at the image corners. We can see that the image-center offset ranges from −22 to 24 m, and the additional image distortion that is needed to align with a reference DEM can be up to 44 m at one corner of the Iceland image.

The overall set of processing equations may be implemented efficiently on modern multicore desktop computers so that, combined with the robustness of the approach, a reliable desktop generation of interferograms on cheap hardware is realized.
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