Abstract — a 2-dimensional visual code marker carries as much as 83 bits information. Thus it is a useful code marker system for storing and extracting information. This paper presents a digital image processing algorithm which automatically locates the marker on a cell-phone camera captured image. With the exact location of the code marker, detailed bits information of the visual code marker is returned. This algorithm takes into account of the rotation and tilt angle of the visual code marker. It is able to reconstruct a standard 83 bits map from the might-be distorted images, thus extracting the information stored in the visual code marker.

I. INTRODUCTION

In this paper, we present a digital image processing algorithm to detect visual code marker. The goal of the detection algorithm is to look for visual code marker on a 480x640 image captured by a camera phone.

The visual code marker that we consider is a 2-dimensional array. The array consists of 11x11 elements and each element is either black or white. As shown in Figure 1, the feature of the code marker is fix with three of the cornerstones in black, one vertical guide bar (7 elements long) and one horizontal guide bar (5 elements long). The immediate neighbors of the corner elements and the guide bar elements are fixed to be white. This leaves us with 83 elements which can be either black or white.

![Figure 1, Sample Visual Code Marker](image)

The idea is to first find the location of the code marker, then extract the embedded bits information. Due to be limitations on the luminance and color from the camera phone, these images are of low resolution and subject to sometimes severe color distortions. All these factors contribute to difficulties in locating the visual marker on the image, and also extracting its embedded information.

The proposed algorithm segment and lock the position of the code marker using its fixed features, such as the two guide bars and cornerstones. Together with a novel coordinate transform algorithm, the embedded bits information can be easily extracted.

II. VISUAL CODE MARKER FEATURES IN DETAIL

From Figure 1, it is critical to investigate on the characteristics that the visual code markers possess, in order to aid our detection to a large extend.

A. Maximum contrast level

It is obviously seen that the code marker is designed in black and white color so as to achieve the maximum contrast level between the background and the fixed elements, as well as the embedded bits.

B. Two Orthogonal Guide bars

The two guide bars which are very noticeable in the images should be utilized to look for the position of the code marker in the image. In addition to that, to eliminate false positive findings, the relative angle between the two bars should be investigated. Under the condition of the tilting, the two bars might not be perpendicular to each other, but they will certainly lie in a range near ninety degrees.

C. Three cornerstones

In addition to the guide bars, there are three fixed elements on the three corners of the marker respectively. These cornerstones mark the boundary of the marker and thus can be used to ensure a visual code marker has been found, and eliminate false positives.

D. Structural information

Moreover, the position of the guide bars and cornerstones provides important structural information for us to derive a transform between image coordinates and standard marker plane.

III. CODE MARKER DETECTION

Given the set of features described above for the code marker, the detection algorithm is depicted in the flow chart as shown in figure 2. The 640x480 image is used to extract the Region of Interest (ROI) first. Then each ROI image is searched thoroughly. If time permits, the algorithm searches for the marker on the entire image for the markers.
In order to find the visual code marker, the image has to be searched thoroughly for suspicious regions which might contain a marker. However, due to the noisy nature of camera phone captured images, it is a challenging task to segment the markers from various background conditions. The typical phone camera generates low to medium quality color images of $640 \times 480$ pixels. In the evaluation and testing, it is decided not to use color as a code feature because the color can change due to different lighting conditions etc.

In order to find the regions of interest (ROI), the abrupt change of luminance of the marker is used. It is observed that a code marker has much stronger edges than most background noisy objects. To further enhance the feature, the image is smoothed with a disk shaped kernel over the entire image. This is followed by canny edge detector with the intention to pick up the edge of the code markers only. A certain high threshold $[-0.5, 0.5]$ of the edge detector is set to eliminate other objects with softer edges.

From the experiment, best result was observed by converting the color image to NTSC format grayscale images so as to conserve the luminance of the image and forgo the chrominance. For most of the training images, only the edges of the code marker and a few noisy objects were obtained in the edge image. This enabled us to go on the search for interested regions.

![Figure 3, edge image for training_1.jpg and template](image)

In figure 3, one can tell that the edge of the marker is pretty obvious and the image is clear of other noisy objects. With the edge image, template matching was performed with the edge image of a standard code marker in various orientations. The orientations were obtained by performing Hough Transform on the edge image and the top five most possible angles were picked for the matching. The template was carefully modified from the standard code marker, with edges of bars and corners on every side and tip of the image. By doing so, it only need to make sure the visual marker is in orientation angle off multiples of 90 degrees from its standard orientation.

The matched values of the five orientations are thus summed up and peaks above a certain threshold were kept as candidates for regions of interest. From the maximum peak, a region with a certain window size is captured and saved as a region of interest in an array. Regions too near to another found region is excluded to avoid repeated regions of interest and save processing speed.

From trials with the training images and proper parameter fine tuning, this method successfully returns regions of interest which covers all the markers in a complete and rapid fashion. In other words, the big image was then divided into small regions which might contain a real visual code marker. This set of small images is passed to the next step to look for the marker in details.

1. Extract Regions of Interest

In order to find the visual code marker, the image has to be searched thoroughly for suspicious regions which might contain a marker. However, due to the noisy nature of camera phone captured images, it is a challenging task to segment the markers from various background conditions. The typical phone camera generates low to medium quality color images of $640 \times 480$ pixels. In the evaluation and testing, it is decided not to use color as a code feature because the color can change due to different lighting conditions etc.

In order to find the regions of interest (ROI), the abrupt change of luminance of the marker is used. It is observed that a code marker has much stronger edges than most background noisy objects. To further enhance the feature, the image is smoothed with a disk shaped kernel over the entire image. This is followed by canny edge detector with the intention to pick up the edge of the code markers only. A certain high threshold $[-0.5, 0.5]$ of the edge detector is set to eliminate other objects with softer edges.

From the experiment, best result was observed by converting the color image to NTSC format grayscale images so as to conserve the luminance of the image and forgo the chrominance. For most of the training images, only the edges of the code marker and a few noisy objects were obtained in the edge image. This enabled us to go on the search for interested regions.

![Figure 2, the overview flow chart for the whole process](image)

2. Segmentation

Segmentation is a critical task in this entire detection algorithm. The success or failure of the algorithm depends on whether the visual code marker can be properly and completely segmented.

With the output from last step, each region of interest image is then passed on to obtain a binary image. In order to make sure no visual marker is missed, an image is segmented under different segmentation schemes and parameters.

The first segmentation algorithm used an adaptive thresholding method [3]. Due to the inconsistent lighting and luminance of the camera, certain areas on the image can be darker than the others whereas same colors might have totally different luminance.

![Figure 4, histogram for the markers from training images](image)

The combined histogram for the twenty three grayscale markers was shown in figure 4. Despite the large portion of the pixels with high pixel value represent the white area. There isn’t a clear boundary to separate the black pixels. Therefore, a fixed threshold value for all the images is not possible to be obtained.

We adopted the algorithm in the paper to traverse through the image, from top to bottom, from left to right on every odd rows and right to left on every even rows. This special traverse route makes sure the average window is close to the current pixel.

The window average $g_s(n)$ is set according to

$$g_s(n) = g_s(n-1) \cdot (1 - \frac{1}{S}) + p_s$$
with $P_n$ denoting the gray value of the current pixel and $S$ is the width of the average window. The problem here is how to set the value of the initial $g_1(0)$. It is initialized to $\frac{1}{2}CS$, where $C$ is the maximum possible gray value. The pixel value of the threshold pixel $T(n)$ is obtained by comparing to the value of $\frac{g_1(n)}{S} \frac{100 - t}{100}$

If $P_n$ is larger than this value, the pixel is set to one, otherwise to zero. The value of $t$ plays a role here of setting the threshold adaptively.

With experimentations, it is noticed that for certain images with bigger visual code markers, the segmentations might fail to separate the bars from the inside code because the threshold for $t$ was set too small. However, for certain images with small visual code markers, the algorithm sometimes failed to segment the cornerstones due to their small sizes. This requires us to use different set of $S$ and $T$ for images of different sized visual code markers. After trials, three set of $S$ and $T$ values were derived to run on every image. The algorithm attempts these three different sets of parameters until a marker is located or with the conclusion that no marker is present in this ROI image. The three sets of $S$ and $T$ are

<table>
<thead>
<tr>
<th>Value/set</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>$1/16*Width$</td>
<td>$1/40*Width$</td>
<td>$1/32*Width$</td>
</tr>
<tr>
<td>$T$</td>
<td>32</td>
<td>8</td>
<td>15</td>
</tr>
</tbody>
</table>

The second segmentation algorithm that was implemented was Otsu’s method [6]. Otsu’s method basically selects and sets an appropriate global threshold value for the entire image by looking at the histogram of the grayscale image. The threshold is selected at run time, thus the threshold is adaptive to each image. In practical observations, Ostu’s method returns a much cleaner binary image for images with small-size visual code markers.

From the twelve training images, these four segmentation schemes successfully segment all visual code markers completely, with guide bars and cornerstones. However, due to the sequence of performing these four schemes, final score might vary because the information bits inside the code marker could not be perfectly segmented and some errors were observed.

![A]![B]![C]![D](Figure 5, binary images using different segmentation scheme, A: Otsu; B: Adaptive-1; C: Adaptive-2; D: Adaptive-3)

From figure 5, it can be observed in this case, the Otsu’s method and adaptive thresholding with parameters set 1 gives the best result. However, Otsu’s method amplified the noise below the marker. Therefore, each segmentation scheme has its own advantages and drawbacks.

3. Detection and Identification

After each ROI image is properly segmented, it is passed to the detection and identification module to look for a code marker and return the detailed location in image coordinates. The intrinsic features and compulsory components of the visual code marker are explored to locate and ensure a visual code marker has been found.

**Step1: Look for long Guide Bars**

There are two guide bars in each code marker. The longer one in size has one dot and the shorter bar on its two ends respectively. Based on this important feature, the binary image is labeled using connected-component region labeling algorithm. From the group with biggest size to the smallest, each labeled object is investigated to look for bars first. The eccentricity and major-axis length of the object is investigated to test on a set of criteria to determine whether the object is a bar. The properties of each region are obtained through a Matlab built-in function called “regionprops”. The basic principle behind is the object’s eigenvectors [7] need to be found first. Then from the second moment of this object, one can obtain its eccentricity, a line should have an eccentricity near to one, whereas a dot has eccentricity near to zero. In this case, an object with eccentricity larger than 0.9 and major axis length greater than 20 pixels is considered as a bar. These criteria and parameters are obtained from the training images.

**Step2: Look for short Guide Bar and cornerstone**

From the long guide bar, local search from the two ends are performed in aim to find the short guide bar and cornerstone. The search is started at certain length away from the centroid of the long bar. The distance is chosen based on the length of the long bar.

Similarly, the eccentricity and major-axis length is used to judge whether the object found near the ends is a short bar or a cornerstone. For cornerstone, the eccentricity has to be smaller than a certain threshold and so is the length. For the bar, additionally, the relative angle between the longer bar and the shorter one is used to test whether the two bars are perpendicular to each other. Due to the tilting effect, this criterion is set to be a certain range around ninety degrees.

In the case of any or both of the short guide bar and cornerstone wasn’t found, the long bar was discarded and the loop goes on to another labeled region.

**Step3: Look for the other two cornerstones**

From the two bars and one cornerstone, it is easy to start another local search to look for the two cornerstones left, based on the relative position and orientations of the cornerstones and bars. Similar criteria are considered to
test the two cornerstones and the locations of the cornerstones are estimated based on the known position of the two bars and one cornerstone.

Figure 6, marker locations found

Figure 6 shows the marker with marks on the three cornerstones and the shorter bar.

Step4: Store information and look for second one

After all the bars and cornerstones are located, the locations are stored in an array. All the labeled regions of the bars and cornerstones are thus marked as zeros so that they would not be considered for further searches. After this, the loop goes on to look for another code marker until all three markers are found in one ROI image or other regions larger than a certain area.

At the end, the module returns an array of the stored locations for each of these markers found.

4. Global search for visual code markers

After all the regions of interest images are examined by the detection and identification module, repeated markers are discarded by checking the relative Euclidean distance between the left-upper corner and the shorter bar locations.

However, if the total number of markers found is less than three, which is the maximum number of markers can exist in an image. A global search for markers is performed to make sure that no markers were missed in the step generating regions of interest images. Because the regions of interest search method is extremely fast, a normal image can be processed within 10 seconds using Matlab, and therefore we can afford to perform another global search on the image to ensure that nothing is missed at the ROI generation step. The segmentation scheme used for the global search is the adaptive thresholding algorithm and Otsu’s method. Time was constantly monitored in the program, if the ROI/detection process takes longer than 30 seconds; the global search method is never started. However, if time allows, a second global search using Otsu’s segmentation method will be performed on the entire image again, if total markers found is less than three.

5. Mapping between image coordinate with code marker coordinates

To map the image coordinate with code marker coordinates, the transform method based on [1] is adopted. With the set of found markers coordinates, there always exists a one-to-one mapping between the image code marker coordinate system and the standard code marker coordinate system.

From figure 7, it shows the coordinate system in the standard image coordinate system. With the pixel positions of the shorter bar and three cornerstones, we are going to derive the transform between them.

<table>
<thead>
<tr>
<th>Code element</th>
<th>Image coordinate</th>
<th>Code coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper left cornerstone</td>
<td>(x0, y0)</td>
<td>(0, 0)</td>
</tr>
<tr>
<td>upper right cornerstone</td>
<td>(x1, y1)</td>
<td>(10, 0)</td>
</tr>
<tr>
<td>second guide bar</td>
<td>(x2, y2)</td>
<td>(8, 10)</td>
</tr>
<tr>
<td>lower left cornerstone</td>
<td>(x3, y3)</td>
<td>(0, 10)</td>
</tr>
</tbody>
</table>

From this relationship, we have located the marker and the transform is established, the gray-scaled marker image is mapped into a square marker image as shown in the middle of Figure 8. This square marker image is then binarized and down-sampled into 11x11 image to extract the embedded bits information. By performing segmentation on the mapped marker image again

1 Image adopted from Michael Rohs paper “Real-World interactions with camera phones”
provides us with higher accuracy in segmenting the detailed bits information, rather than work on the binary image of the ROI or the entire image.

After this final step, each visual code marker has been located and the embedded information is thus returned.

IV. DISCUSSIONS ON DIFFERENT ALGORITHMS

The first challenge encountered was the selection of the correct features to crop regions of interest. Template matching was attempted on the binary image. The regions with the peak values are extracted as regions of interest. However, due to noisy background, the performance was very poor. The algorithm returns too many regions of interest; and, it often misses the true region which contains the visual code marker. This is because in the background, many objects are of similar luminance as the code marker. Often, code markers are poorly segmented with missing bars or cornerstones. Therefore, binary information is not a reliable method to distinguish visual code markers with the interference from the background noise.

After observing the edge image, it is surprising that the edge of the visual code marker is well preserved after close observation. One idea is to use the edge to locate the rough position of the code markers. This reduces the false positives dramatically and the hit rate was almost 100% in the sense that each ROI image contains one different code marker.

From figure 9, it is shown that while using edge image for template matching, the rate of region of interest that includes complete code marker is much higher than using binary image. Thus, the high contrast of the edge for the code marker is an important feature to start with to locate the rough position of the markers.

In the second step, each segmentation scheme has its own advantage in looking for different types of markers. The adaptive thresholding method is very time-consuming but it adaptively set the threshold for each and every one pixel based on its neighboring pixels. However its sensitivity makes it very sensitive to the scale of the marker. However, in the Otsu’s method, a global threshold was set for all the pixels based on the histogram and the grayscale value distribution. It is not suitable to globally segment the marker out of the entire image but might be a fast and effective solution for ROI images, due to the small size and less noisy characteristics. The drawback of the Otsu’s method is that it often failed to segment the image in a detailed manner as much as the adaptive thresholding method does.

Figure 10 shows that the adaptive thresholding method generally performs better than the Otsu method. Therefore, in the algorithm, the adaptive thresholding method was performed first; Otsu method is performed last if only no marker was segmented by the previous methods. This combined approach of different segmentation methods improved the score dramatically and achieved 1909 points out of the total of 1909 points with the 12 training image, 23 markers.

V. FIGURES

<table>
<thead>
<tr>
<th>Image</th>
<th>Marker found</th>
<th>Time/sec</th>
<th>Evaluation Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>1</td>
<td>20</td>
<td>83/83</td>
</tr>
<tr>
<td>Image 2</td>
<td>2</td>
<td>36</td>
<td>166/166</td>
</tr>
<tr>
<td>Image 3</td>
<td>3</td>
<td>7</td>
<td>249/249</td>
</tr>
<tr>
<td>Image 4</td>
<td>1</td>
<td>50.3</td>
<td>83/83</td>
</tr>
<tr>
<td>Image 5</td>
<td>3</td>
<td>7.7</td>
<td>249/249</td>
</tr>
<tr>
<td>Image 6</td>
<td>1</td>
<td>25</td>
<td>83/83</td>
</tr>
<tr>
<td>Image 7</td>
<td>2</td>
<td>23.1</td>
<td>166/166</td>
</tr>
<tr>
<td>Image 8</td>
<td>1</td>
<td>21.6</td>
<td>83/83</td>
</tr>
<tr>
<td>Image 9</td>
<td>3</td>
<td>8.92</td>
<td>249/249</td>
</tr>
<tr>
<td>Image 10</td>
<td>3</td>
<td>7.68</td>
<td>249/249</td>
</tr>
<tr>
<td>Image 11</td>
<td>1</td>
<td>40</td>
<td>83/83</td>
</tr>
<tr>
<td>Image 12</td>
<td>2</td>
<td>25.9</td>
<td>166/166</td>
</tr>
<tr>
<td>Total</td>
<td>23</td>
<td>287</td>
<td>1909/1909</td>
</tr>
</tbody>
</table>

The above table shows the performance and score for each training image. The image which has three visual code markers runs much faster than the others because the algorithm runs the entire image through the search and identification module if less than 3 markers were found based on the ROI images. However, the markers for every image are detected within the allowed time limit with very high accuracy. By segmenting the transformed grayscale marker image again allows us to
choose the threshold on a much smaller region thus improves the performance.

The algorithm has also been tested on scaled, rotated and intensity varied training images. Results show that the algorithm can still keep its high accuracy with a scale factor between 80%-120%, rotations angle of N x 90 (N=Integer) degrees and intensity level between 90%-110% on every training image.

In addition, 40 training images were generated by me using cell phones and webcams. Some of the images are much harder than the training images provided, with larger tilting angle and shadow noise on the marker etc. However, high accuracy and consistent performance of the algorithm was still observed. Figure below shows sample training images produced by myself.

VI. CONCLUSION

In this paper, I have presented the detection and identification algorithm for the 2-dimensional visual code markers. This algorithm adaptively sets threshold for segmentation and filters the noise. The search algorithm intelligently searches for correctly shaped objects. The novel transform on the mapping technique between code coordinates and image coordinates enabled us to ignore the effect of rotation and tilting. This saves a lot of work in terms of adjusting the code marker to the right orientation and the correct perspective angle.

In the whole algorithm, the most critical part is the segmentation. Segmentation has long been the most discussed topic and it is still very difficult to perform intelligent segmentation automatically and achieve the best result. In this presented detection algorithm, two best tested segmentation methods were combined. However, with advantages and drawbacks for these segmentation schemes, the result might fluctuate a little bit for different image sets.

The algorithm is fully tested both on a DELL Latitude DS10 laptop and SCIEN LAB workstations with total execution time of 287 seconds and best score of 1909, over the 12 provided training images.
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