EE376A Information Theory Lecture 1 - 01/08/2015

Lecture 1

Lecturer: Tsachy Weissman Scribe: Name of the student

1 New section starts here

Here you can start writing about the lecture.
Exercise 1. To specify an exercise

1. This is to enumerate things

2. Another item

1.1 Subsection goes here
Here you can write text.
Definition 2. This is to give a definition.

Example of an equation

and let G = (Z, E) be the associated graph.

Example 3. This is to do an example. Below you can see how to attach a figure.
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Figure 1: Caption goes here

2 Another section

Here you can write.
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