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Fixed and Adaptive Predictors for Hybrid
Predictive/Transform Coding

STAFFAN ERICSSON

Abstract—Hybrid predictive/transform coding is studied. The usual
formulation is to first apply a unitary transform and then code the
transform coefficients with independent DPCM coders, i.e., the predic-
tion is performed in the transform domain. This structure is compared to
spatial domain prediction, where a difference. signal is formed in the
spatial domain and then coded by a transform coder. A linear spatial
domain predictor which minimizes the mean square prediction error also
minimizes the mean square of each transform coefficient. The two
structures are equivalent if the transform domain prediction scheme is
extended to a more general predictor. Hence, the structure that gives the
easiest implementation can be chosen. The spatial domain structure is
preferred for motion compensation and for line interlaced video signals.
Interframe hybrid coding experiments are performed on interlaced
videophone scenes using an adaptive transform coder. Motion compensa-
tion gives a rate reduction of 25-35 percent compared to frame difference
prediction with the same mean square error. The subjective advantage is
even greater, since the ‘‘dirty window’’ effect is not present with motion
compensation. It is important to perform the motion estimation with
fractional pel accuracy. Field coding with a switched predictor using
previous field in moving areas is an interesting alternative to frame coding
with frame difference prediction.

I. INTRODUCTION

REDICTIVE coding and transform coding are the two

most popular techniques for picture coding; see, e.g., the
review by Netravali and Limb [1]. Transform coding often
performs better at low bit rates, but predictive coding offers
easier implementation [2]. In hybrid coding the two techniques
are combined. For intraframe coding a transform is applied
along the line, and each transform coefficient is processed by a
separate DPCM loop to take care of the statistical dependence
in the vertical direction [3]-[6]. In interframe hybrid coding, a
two-dimensional transform is applied intraframe, and the
transform coefficients are DPCM encoded in the temporal
dimension [7]-[16].

Hybrid coding is a compromise which usually gives
performance and complexity between transform and predictive
coding; however, for interframe coding, Roese et al. [9]
reported better results with adaptive hybrid coding than with
three-dimensional transform coding. Moreover, hybrid in-
terframe coding allows the inclusion of motion compensation
techniques, which can give dramatic improvements in bit rate
reduction for many scenes. There is no technique known to the
author by which motion compensation can be applied to three-
dimensional transform coding.

A block diagram of a hybrid coding system is shown in Fig.
1. The source is a sequence of N-dimensional vectors {f(k)}.

Each vector f(k) is transformed by a unitary transformation U
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Fig. 1. Structure I: hybrid coder with transform domain prediction.

into a new vector F(k),
F(k)=Uf(k).

A prediction F(k) is formed from the previous reconstructed
transformed vector F(k — 1), which is also available to the
receiver. In the original hybrid coding scheme by Habibi [3],
the transform coefficients are coded by independent DPCM
loops, one for each coefficient. In Fig. 1 all operations are
performed on vectors, i.e., the prediction of each transform
coefficient could be a linear combination of several recon-
structed transform coefficients. An example will be given in
Section II. .
The transform domain prediction error E(k),

E(k)=F (k) - F(k)

is quantized by the quantizer Q. In this paper we assume a
componentwise quantization,

Ei(k) = Qi(E(k)), -, N.

The above scheme is called Structure I in the sequel.

A different hybrid coding structure is outlined in Fig. 2. The
order between transformation and prediction is reversed, so
that the predictor works in the space domain. The space
domain prediction error e(k) is then transformed and quan-
tized. We call the scheme Structure Il. In this scheme an
inverse transformation U* must be performed in the feedback
loop, since the predictor operates in the space domain.

In Structure II we can directly apply techniques from
predictive coding to make the predictor more efficient.
Forchheimer and Ericson {17], [18] apply the structure to
intraframe coding. They use a least mean square predictor
with five elements in the previous line and a 16-point discrete
cosine transform (DCT) [18]. The five-element predictor gave
a favorable spectrum shape, with less variance in the high
frequency coefficients compared to a predictor using one

i=1, 2,
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Fig. 2. Structure II: hybrid coder with space domain prediction.

element only. Wilson ef a/. [19], [20] used a similar scheme
combined with anisotropic postfiltering. Side information
about edge and line content was transmitted to control the
anisotropic filter and an adaptive predictor.

Jain and Jain [12] used motion compensation in a hybrid
interframe coder, and they suggested Structure II because the
motion compensation algorithm worked in the space domain.
Motion compensation is a kind of adaptive prediction where
the prediction is taken as the elements from previous frame
displaced according to a motion estimate. The interframe
hybrid coder by Telese and Zarone [21] also used Structure II.
The frame difference was formed, and the picture was
segmented in moving and nonmoving areas. The frame
differences in moving areas were transform coded with a
variable transform block size to fit the shape of the moving
area. .
~ The aim of this study is to exploit the possibilities of
efficient prediction in hybrid coding offered by Structure II,
namely adaptive prediction (e.g., motion compensation) and
predictors that utilize the previous field with a line interlaced
signal.

In Section II we discuss space domain versus transform
domain prediction in hybrid coding, and we show that
Structures I and II are equivalent. In Section III it is shown
that, under certain assumptions, a least mean square predictor
-is also optimum in a hybrid coder. Fixed and adaptive
predictors, including motion compensation, are suggested for
interframe hybrid coders and applied to typical videophone
scenes in Section IV. Results for a complete adaptive hybrid
coder are presented in Section V.

II. SPACE DOMAIN VERSUS TRANSFORM DOMAIN PREDICTION

In this section we will compare the two hybrid coding
structures—transform domain and space domain prediction —
outlined in Figs. 1 and 2, respectively.

The source is a sequence of N-dimensional vectors {f(k)},

F(&)=(fr(R) LK) ==+ In(RD)T. e))

In an interframe 2-D transform/predictive hybrid coder, each
vector consists of a frame with N = NV, picture elements
(pels) and k indicates frame number. In intraframe hybrid
coding—applying 1-D transform in the horizontal direction
and DPCM in the vertical direction—each line is regarded as a
vector, and k indicates line number.
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A. Structure I—Transform Domain Prediction

In Structure I (Fig. 1) each vector is transformed by a
unitary transformation,

F(k)=Uf (k). ()

Normally, the transformation is performed blockwise (e.g., on
blocks of K = 16 x 16 pels) to reduce the complexity and to
take advantage of the varying statistics in different parts of the
picture. In that case the transformation matrix U will have at
most K nonzero elements in each row and column. With a

suitable ordering of the elements in f(k), the unitary
transform is a block diagonal matrix,
U=diag (Ux Ug -+ Ug) 3

where Uy is the K x K transformation matrix for one block.

The transformed vector sequence {F(k)} is coded by
DPCM, i.e., a prediction F(k) is generated from previous
transformed vectors F(k — 1), F(k — 2), - - -, which are also
available to the receiver. Normally the predictor utilizes only
one previous vector. A time-varying linear predictor is defined
by

F(k)=Ak)F(k-1). )
The transform domain prediction error E (k)
E(k)=F(k)—F(k) (5)
is quantized into E(k) and transmitted,
E(k)= Q(E(k)). 6)
The receiver reconstructs the transformed vector
F(k)=F(k)+E(k) Y]
and performs an inverse transformation,
k)= U*F (k). ®

Habibi [3], [4] utilizes independent DPCM coders with fixed
prediction for the sequences of transform coefficients. The
predictor takes the form

F(ky=AF(k-1) )]
with A4 a diagonal matrix,

an). (10)

The same form is used for interframe coding in [7]-[10], [14].

A nondiagonal matrix has been used by Chiariglione et al.
[6] in intraframe coding of PAL composite color TV signals.
They applied a 12-point discrete Fourier transform along the
line. DPCM was used to code the three lowest order
coefficients, and coefficients 10 and 11, which contain
chrominance information. The prediction coefficient matrix
A

A=diag (ay a; -

1000000000 0 0
0100000000 0 0
0010000000 0 0
0000000000 0 0
0000000000 0 0
0000000000 0 0
A=l 000000000 o0 of UV
0000000000 0 0
0000000000 0 0
000000000 £, t, 0
000000000 £y ty 0
0000000000 0 o]
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was used for each transform block. The chrominance predictor

T
t t
T= 11 12
<t21 I

performs a rotation of the PAL coded chrominance compo-
nents to compensate for the change in color subcarrier phase
between successive lines, i.e., the predictor performs a signal
processing function in the frequency domain.

In several papers a fixed predictor coefficient « is used for
all transform coefficients [11], [12], [15], {16]:

A=al

(12)

1. An adaptive predictor was used by May [13] in interframe
coding of slow scan television; o was selected and transmitted
for each 16 x 16 transform block.

B. Structure II—Space Domain Prediction

In Structure II the prediction is made before the transforma-
tion; see Fig. 2. The prediction f(k) is formed in the space
domain using the previously reconstructed vector f(k — 1).
We assume a time-varying linear predictor,

fly=B(k)f(k-1). (14)
The space domain prediction error e(k)
e(k)=f(k)~f(k) 15)

is transform coded, i.e., transformed, quantized, and transmit-
ted.

In the Appendix it is shown that Structure II is equivalent to
Structure I if we keep the same quantizer and choose the
prediction coefficient matrix B(k) to be

B(k)=U*A(k)U (16)

where A (k) is the prediction coefficient matrix in Structure I
according to (4). Equation (16) relates a space domain
predictor and a transform domain predictor. An equivalent
expression is '

A(k)=UB(k)U*. 17)

Hence, Structures I and II are equivalent if the prediction
matrices A (k) and B(k) are allowed to be nondiagonal. Note,
however, that the matrix A (k) may be considerably more
complicated than the diagonal matrix in Habibi’s scheme.
For the special case A = ol we obtain

B=A=al. (18)

In this case Structure I is more suitable for the implementation;
no inverse transform is required in the feedback loop.

Our interest in Structure II stems from the fact that many
prediction algorithms work in the space domain. Examples are
the intraframe coders of Ericson and Forchheimer [18] and
Wilson et al. [19], [20] and the motion compensated in-
terframe coder of Jain and Jain [12]. Ericson and Forchheimer
use a fixed predictor which utilizes five elements in the
previous line, :

L 7
by by b by bs

by by bs by b

by by bs by bs

(19)

13

where I is the identity matrix and « is slightly less or equal to
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The prediction is a low-pass filtered version of the previous
reconstructed line, and the prediction error is transformed by a
16-point DCT. The ‘‘low-pass filtered previous line’’ gave a
lower variance in the high frequency coefficients than straight-
forward previous line prediction. A related observation was
made by Clarke [22] in a study of Habibi’s structure for
intraframe hybrid coding. He found that previous line predic-
tion is only suitable for the low-order coefficients [see also
(ID].

A hybrid coder with adaptive prediction is shown in Fig. 3.
The edge-following adaptive predictor of Wilson et al. [19],
[20] and the motion compensation scheme by Jain and Jain
[12] work in the space domain, which makes Structure II the
most suitable. Structure I would give the predictor (17), i.e.,
the feedback loop would contain both an inverse and a forward
transformation. Jain and Jain used a matching algorithm to
find the displacement estimates; the displacement vectors for
blocks of pels were transmitted as side information.

Pel recursive motion estimation that does not require the
transmission of displacement vectors is not applicable to
hybrid coding; the previous line and pel are generally not
available in the receiver, due to the blockwise processing in
the transform coder. A recursive algorithm that works in the
transform domain—coefficient recursive motion estimation—
was presented by Stuller and Netravali [23] and applied to
hybrid coding [11].

Structure II also allows an interesting implementation of a
nonlinear recursive filter. In predictive interframe coding, the
structure outlined in Fig. 4 has drawn a lot of attention [24].
Before quantization, the prediction error is modified by a
function g(e). If g(e) is a linear function,

g(e)=ce, (20)

then the whole system will act as a filter. If straight frame
difference prediction is used, we obtain a temporal first-order
low-pass recursive filter, which reduces noise in the input
signal. As an undesirable side effect we get blurring of moving
objects. To overcome this effect, a nonlinear characteristic
was introduced by Ishiguro et al. [25]. The nonlinear function
shown in Fig. 5 only affects small prediction' errors. Thus,
noise will be attenuated, but high-contrast moving edges will
not be affected. The entropy of the prediction error is reduced
while maintaining picture quality. Actually, the picture quality
could be improved by the noise reduction. If motion-
compensated prediction is used in the system, we get a motion-
compensated temporal filter which has even fewer problems
with blurring of moving edges. The nonlinear pointwise
mapping in Fig. 5 can easily be included in Structure II, and
temporal filtering will be performed without the cost of an
extra frame memory.

An important theoretical result becomes obvious in Struc-
ture II. The optimum transform in a hybrid coder is the
Karhunen-Loéve transform (KLT) for the prediction error
[18]. For typical images, this is not the same as the KL T for
the original image. They would be the same if the image
covariance were separable; however, this is not the case for
most images.

O<axl,

C. Hybrid Coding for Line Interlaced TV

Line interlaced TV signals could be handled in a number of
ways. Netravali and Stuller [11] and Kamangar and Rao [15]
take a two-dimensional transform with all pels in the transform
block from the same field. In the DPCM part, the differences
between the actual transform coefficients and the coefficients
from the same block in the corresponding field one frame back
are coded. Hence, the TV signal is treated as one sequence of
odd fields and one sequence of even fields which are coded
independently.

In a later paper, Kamangar and Rao use the corresponding
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transform block in the previous field [16]. This decreases the
memory requirement to one field only, but nonzero prediction
errors will be obtained also in nonmoving areas of the picture,
as the blocks in the previous field are displaced one line up or
down. '

Another possibility is to form blocks with pels from both
fields and then apply DPCM between frames. The last choice
demands the largest memory; the first field of a frame must be
stored before it is possible to form the transform blocks.

Structure II offers other possibilities, as the prediction has
nothing to do with the transform blocks. In Section IV-B we
suggest a simple adaptive space domain predictor: previous
frame in unchanged areas and previous field prediction in
changed areas. Experiments by Haskell indicate that previous
field prediction is advantageous in moving areas [26].

D. Comparison of Structures I and IT

We close the section by indicating when to use space
domain and when to use transform domain prediction.
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Transform domain prediction (Structure I) is suitable when the
sequences of transform coefficients have different correlation|
properties, which implies that the prediction coefficients @,
* -+, ay in (10) should not all be equal. It is also suitable when
the predictor contains frequency domain processing as in (11).
In the special case A = «al, Structure I is normally chosen to
avoid an inverse transform in the feedback loop.

Structure I should be used when the predictor is applied in
the space domain, which is the case for most motion
compensation and other adaptive prediction schemes as well as
several fixed predictors, i.e., (19). Motion compensation is
more easily performed in Structure II, as the displacement
must be applied in the space domain. Hence, in Structure I the
transform of the displaced block must be found via the space
domain.

Structure II also allows the inclusion of a nonlinear temporal
filter by a pointwise mapping of the prediction error before
transformation; see Figs. 4 and 5. It is also the best structure
when some other space domain processing is made, such as the
segmentation described by Telese and Zarone [21].

There are other situations when the transform blocks
complicate the prediction, as with line interlacing. Structure II
also allows staggered transform blocks to diminish the
visibility of block borders.

III. LINEAR SPACE DOMAIN PREDICTION

In this section we motivate the use of least mean square
(LMS) predictors in a hybrid coder with space domain
prediction. First, the usual LMS predictor is derived in matrix
notation, then it is shown that the same predictor minimizes
the variance for every component after an arbitrary linear
transformation; hence, it is also optimum in a hybrid predic-
tive transform coder.

A. LMS Prediction

The predictor in a predictive coder is usually designed with
the least mean square criterion. If we perform the analysis for
an N-dimensional vector source where M previously transmit-
ted vectors are utilized, we get a predictor of the form

f(k)=B(k)g(k) 21

where g(k) is a column vector of dimension M/ containing
the M previously transmitted vectors,

gl & (ftk=1)T -+ f(k=M)T). (22)

Equation (21) is a direct generalization of the first-order
predictor (14). We get the prediction error vector e(k),

e(k)=f(k)— B(k)g(k). (23)
The predictor matrix B(k) consists of N vectors by(k),
B(k)=(by(k) - by(k)T. (24)

The vector bik) contains the MN predictor coefficients for
component 7,

e(k) =fi(k) - bi(k) g (k), » N (@29)

The predictor B(k) shall be chosen such that E{e{k)?} is
minimized for all components (; = 1, +--, N). This means
that the diagonal elements of the prediction error covariance
matrix R,, ’

i=1,

R.(k) & Ef{e(k)e(k)"} (26)

shall be minimized. Each component / is minimized indepen-
dently from the other components by a proper choice of the
predictor coefficient vector bf(k). Hence, an equivalent
formulation is to minimize the sum of the diagonal elements,
i.e., the trace of R,. The optimal predictor B(k) is found by
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taking the matrix gradient and equaling it to zero:

gradg i, tr R.(k)=0. 27

Using the linearity of the trace operator and the fact that tr A T
= tr A, we obtain

tr R (k)=tr E{e(k)e(k)T}
=tr E{[f(k)—B(k)g(k)ILf (k)T -
=tr (R(k, k)—B(k)Rgf(k)
—Rgs(k)TB(K)"+ B(K)Ry(k)B(K)T)
=tr R(k, k)=2 tr (B(k)R,s(k))
+r (BUOR,()BG)T)
where we have defined

Rk, k)

g(k)"B(k)T1}

28)

L2 E{f(k)f(k)T}
R,(k) & E{g(k)g(k)"}
Rys(k)y 2 E{g(k)f(k)T}.

We need two rules for the matrix gradient of a trace:
gradg tr (BA)=AT
gradg tr (BABT)=BAT+BA. (30)

The rules in (30) are easily verified by direct computation. By
using (28) and (30) in (27), we obtain

gradp( tr Re(k)= —2R, (k)"

t>

>

29

+B()Ry(k) + R(K)T)=0.  (31)
Since Rg is s_ymmctric, we get
B(k)Ry(k) :Rgf(k) T, (32)

If R, has an inverse, the LMS predictor B *(k) is unique:
B*(k)=R, (k) TRg(k)‘ L (33)

Equation (32) implies that the LMS prediction error e* (k) is
orthogonal to the data used in the predictor,

e*(k) & f(k)-B*(k)g(k)

=

Re+g(k) £ E{e*(k)g(k)"}
=R,/ (k)T-B* (K)R,(k)=0, (34)
e., the orthogonality principle [27].
If the quantization error is neglected, i.e., f(k) = f(k), R

and R, can be written as block matrices with the covariance
for the origingﬂ data as elements. Equations (22) and (29) give

Rk=1, k)
Ryo)= | RE=2 B (35)
R(k~-M, k)
R(k—1, k=1) --- R(k—1, k—M)
R(k—=2, k=1) -+ R(k—2, k—M)
Ry(k) = : S .(36)
| Rk=M, k=1) -+ Rk—M, k-M)

The LMS criterion is used because of its analytic tractabil-
ity. We obtain (32), a system of linear equations. In a
predictive coder, a more desirable criterion could be to
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minimize the quantization error with a fixed number of
quantization levels; if variable length coding is used, the
entropy of the quantized prediction error would be the relevant
variable. If the distribution shape of the prediction error is not
affected by the predictor choice (e.g., a stationary Gaussian
1nput signial will give a Gaussian prediction error), then the
LMS predictor will also satisfy the other criteria.

B. Prediction in a Hybrid Coder

In this section we will show that the LMS predictor aiso
minimizes the mean square of the transform coefficients for
any linear transformation. We start by studying an arbitrary
linear combination of the prediction error components. -

Proposition: If 8 is an arbitrary linear combination of the
prediction error components,

BLaTe(k) (37)

where e(k) is defined in (23), then the mean square E {62} is
minimized by the LMS predictor B*, which is a solution to
(32). ' '

Proof Let R.(k, B) denote the prediction error covari-
ance matrix with predictor B. We study the predictor B = B*
+ D, which gives

R.(k, B)=R,(k, B++D)
=E{[f(k)—(B* + D)g(ILS (k)T
-g(k)T(B*"+ D7)}
=R.(k, B+)—DRe+g(k)T—R
+ DR, (k)DT
=R,.(k, B+)+DRg(k)DT. (38)

In the last equality we have utilized the orthogonality principle
(34). If we use the above expression, we obtain

E{B’}=E{(aTe(k))*} =E{(aTe(k))(aTe(k))T}
=E{aTe(k)e(k)Ta} =aTR,(k, B)a
=a"R,(k, B*)a+a’DR,(k)D7a. (39

The last term is nonnegative, since the correlation matrix R, is
nonnegative definite. Hence, we obtain

E{8?}=a"R.(k, BT)a. (40)

If D is a zero matrix we get equality in (40) which completes
the proof.

It follows immediately that the mean square of each
transform coefficient E{k),

E(k)=(E\(k) -+ En(k)7=

(D7

Ue(k)
=(u -+ un)Te(k) (41)

is minimized by the LMS predictor, since Ej(k) is a linear
combination -of the prediction error components

Ei(k)=u] e(k), -y N, (42)

It could also be noted that a weighted squared error is
minimized by the LMS predictor. A weighted square error d is
defined as

i=1, -

d2E{e(k)TSe(k)} (43)

with S any nonnegative definite symmetric N by N matrix. S
cap be factored into WTW, where W consists of N row
vectors w] ‘with N components each,

W7 = (w, + -

wy). (44)
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If we introduce x(k) = We(k),
x(k)=(x (k) -+ xn(k)7
x(k)y=wle(k), i=1, -+, N (45)
we obtain
d=E{e(k)TWTWe(k)} = E{x(k)Tx(k)}
=3 E{x (k). (46)

i=1

Each term in the sum is minimized by the LMS predictor,
since xi{(k) is a linear combination of the prediction error
according to (45).

IV. PREDICTOR EXPERIMENTS

The experlments were performed on two 10 s sequences,
*‘Stenger’” and ‘‘Wendt,”” which have been used in the
European research project COST 211 [28]. Each frame is 248
pels (picture elements) by 288 interlaced lines, i.e., 144 lines
per field. Each pel is digitized with 8 bits resolutlon to the
range — 128 to + 127. The frame rate is 25 Hz. Sequence
‘“*Stenger’” is a typical videophone scene with moderate
movement. Sequence ‘‘Wendt’ contains very active motion
and a highly detailed background. One frame from each
sequence is shown in Fig. 6.

A. Fixed Prediction

The same two sequences have been used in experiments
with predictors for DPCM coders [29], [30]. In a DPCM
coder, the predictor can use previously transmitted pels in the
same field as well as pels in previous fields. In a hybrid
interframe coder, the actual block in the actual field is not
available to the predictor, i.é., the previous line and previous
pel cannot normally be used for prediction.

Table I shows the prediction gain for a number of predictors
that could be used in a hybrid coder with space domain
predlcuon (Fig. 2). Prediction gain is defined as

signal rms

20 - logyo [dB].

prediction error rms

LMS predictors using a total of 40 pels in four previously
transmitted fields were computed from correlation data for the
two sequences, to get an upper bound on the prediction gam
obtainable with a fixed linear predictor. The prediction gain is
approximately 3 dB ‘higher than for pure frame difference
prediction; however, the predxctor is very dependent.on image
statistics. The prediction gain is reduced 1-2° dB when the
40th-order predlctor d651gned for sequence *“Wendt™ is used
on sequence ‘‘Stenger’” and vice versa.

The third-order predictor uses the correspondmg pel in the
previous frame and the vertical neighbors which are located in
the previous field. From Table I it can be seen that the
sequence with moderate - movement (‘*Stenger’’) ‘puts less
weight on the vertical nelghbors than sequence ‘““Wendt,”’
which contains large moving areas.

Obviously, it is difficult to find a fixed predictor which
gives a considerable advantage over frame difference predic-
tion. In addition, the frame difference predictor is the only
fixed predictor which gives small prediction. errors in un-
changed areas. The histogram of the prediction error is highly
peaked, which means that the entropy is low. It was found by
Brusewitz [30] that frame difference prediction gave the
lowest differential entropy of all fixed predictors. The results
are not directly applicable to hybrid coding, as a unitary
transform is applied before quantization; however, if variable
length coding of the transform coefficients is used, very few
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(b)

(a) Sequence *‘Stenger.”” (b) Sequence “Wendt."’

Fig. 6.

bits need to be spent on transform blocks containing back-
ground only.

B. Switched Prediction

It is clear that frame difference prediction should be used in
background areas. In this section we propose an adaptive
predictor which switches between frame difference prediction
and a predictor more suitable for moving areas.

Correlations - were estimated in the moving areas of the
sequences using a motion detector as described in [29]. The
first 64 frames from each sequence were used.

Table II shows prediction gain in moving areas for different
predictors. It is found that the average of the horizontal and
vertical neighbors in the previous field (predictor 2) gives 3 dB
better prediction gain compared to frame difference predic-
tion. Higher order LMS predictors were synthesized to obtain
a bound on the performance achievable with a linear predictor.
An 11th-order predictor using 6 pels in the previous field and 5
pels in the previous frame achieved only 0.5-1 dB higher
prediction gain (predictor 3). Predictor 4 uses 18 pels located
in four previous fields, but less than 0.1 dB is gamed by using
pels more than one frame back.

A candidate for further study is a predictor which switches
between previous frame and previous field prediction, i.e.,
between predictors 1 and 2 in Table II. In each block of K}, X
K., pels, predictor 1 or 2 will be chosen according to some
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TABLE T
PRED}CT!ON GAIN FOR FIXED LINEAR PREDICTORS
' ) ’ , Prediction gain (dB)
No. Pixel configuration Pred;““" Predictor coefficients Seq. Seq.
' order " STENGER |  WENDT
3. 1 Frame djfference prediction 14.0 9.3
X! '
0.72x +0.28 E5E 14.7 0.3
(Matched to Seq. STENGER)
2. 3
o3z x o068 E5 T 13.3 1.1
(Matched to Seq. WENDT)
Matched to Seq. STENGER 17.0 1.8
looooe - — — .
3 - o p-o—o o [—TO-oo— 40
— et et o [t |- —
el T[S S ae [ Matched to Seq. WENDT 14.8 12.6
4 et b [ .
TABLE 11
GAIN IN CHANGED AREAS FOR'FIXED LINEAR PREDICTORS
Prediction gain in
: . L changed areas (dB
No. Pixel configuration Prqd;ctor Predictor coefficients Seq. Seq, )
oreer : STENGER |  WENDT
1. 1 X' 8.2 5.8
{Frame difference prggic;ion)
£+F
2. 2 —— 1n.3 9.0
(Previous field prediction)
Matched to changed areas 1.9 9.9
“in Seq. STENGER
3. n
Matched Fo chahggd areas 1.6 10.1
in. Seq. WENDT
Matched to changed areas 12.0 9.9
1. 18 in Seq. STENGER A
Matched to changed areas 1.7 10.2
in Seq. WENDT .

criterion, e.g., mean square prediction error. Predictor 1 will
mainly be used in unchanged areas and predictor 2 in changed
areas. Side information on the predictor choice is sent to the
receiver.

C. Motion Compensation

Motion compensation is a more complicated adaptive
prediction scheme. The displacement between two pictures is
estimated. The predictor is taken to be the previous frame
displaced according to a displacement estimate. For compari-
son to simpler prediction algorithms, we implemented the

motion compensation algorithm proposed by Jain and Jain
[12], which is a matching algorithm. Numerous other motion
compensation algorithms are described in [31].

The algorithm described in [12] performs motion estimation
on rectangular blocks, and the estimate is transmitted for each
block of Kp, X K.y pels. The estimate is a dlsplacement in
integer pels horizontally and vertically, -which is found with a
logarjthmic search algorithm.

" We apphed the algorxthm to the previous field and to the
second previous field, which is situated one frame back. A
se_arch was performed in each field, .:and two dlsplacement
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estimates were obtained. Then the field giving smallest
squared error was picked. The maximum allowed displace-
ment was 7 pels horizontally and vertically.

Our simulations showed that it was important to utilize the
previous field. More than 60 percent of the blocks with nonzero
displacement used the previous field. When a search was
performed only in the field sitwated one frame back, the
prediction gam dropped about 2 dB. When a search was

performed in the previous field only, and then compared with

zero displacement, the loss in prediction gain was only about 0.5
dB. These results indicate that the search could be limited to
the previous field with negligible loss compared to a search in
two consecutive fields.
" Many motion estimation algorithms give a displacement
estimate with an accuracy of fractional pels. Then the
prediction is formed by linear interpolation in the previous
field (or frame). We made a straightforward extension of the
algorlthm by Jain and Jain [12] and searched for the
displacement with an accuracy of 1/8 pel. The matching
algorithm by Jain and Jain was kept because of its robustness;
the choice was not governed by computational considerations.
We found that the search could be limited to motion-
compensated previous field and nondisplaced previous frame
prediction also in this case, with a loss of around 0.5 dB
compared to motion estimation in two previous fields.

D. Simulations

Four predictors were simulated on the two scenes:

PFra:
Sw:

Previous frame prediction.

Switched prediction: previous frame or pre-
vious field (average of vertical neighbors).
The predictor giving the least squared predic-
tion error is used in each block of Kyor X Kyen
pels.

Motion compensation. An integer displace-
ment is estimated for each Ky, X K, block
with the algorithm by Jain and Jain [12]. The
two previous fields are searched for a dis-
placement estimate.

Motion compensation with fractional dis-
placement estimate. Same as MC-Int, but with
a displacement accuracy of 1/8 pel.

MC-Int:

MC-Frac:

To gather statistics, the predictors were simulated in a
system without quantization. Prediction gain for the first 16
frames from scenes ‘“Wendt’’ and ‘‘Stenger’’ is shown in Fig.
7 for different block sizes. Motion compensation with frac-
tional displacement gives-the highest prediction gain, It could
be seen that the switched previous field/frame predictor is not
very sensitive to block size, while the motion compensation
algorithms give significantly better performance on small
blocks. The block size has to be chosen as a compromise
between performance and the amount of side information that
has to be sent.

Examples of the prediction error are shown in Fig. 8 for one
field. The adaptive predictors used a block size of 16 X 16
pels. The large block size causes problems at the borders
between moving area and background; the displacement
estimaté in a border block is a compromise between the
moving area and the nonmoving background, and it will
generally be-wrong in the whole block, as can be seen in Fig.
8(c) and (d). Some of 'the background has been displaced,
which causes large prediction errors.

The next experiment compares the performance of a hybrid
coder and a DPCM coder, i.e., the gain of applying a
transform before quantization compared to straightforward
quantization of ‘the prediction error. Assuming a logarithmic
bit assignment [32] for the transform coefficients in the hybrid
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Prediction Prediction
gaip [dB) gain [dB)
Seq. STENGER Seq. WENDT
20 20
4 D MC-Frac 4
1 MC-Int 1 MC-Frag
| T, | MC-Int
15 | 15
o pFra | .\‘\—c Sw
10 10+
L ) B - PFra
1 + t et K, %K, "
axg 88 16+16 ax4 88 16x16  hor Ve
Fig. 7. Prediction gain for adaptive predictors as a function of block size.

Simulations on 16 frames from sequences (a) *‘Stenger’” and (b) ‘“Wendt.”

coder, we get the bit rate per pel
2
1 N g5
Ry=—k Y log, - 47
Ty :Z,l & - 7
where o7 is the variance of the jth transform coefficient, and 8
is a constant that determines the distortion.

In a DPCM coder the prediction error would be coded with

2
o

R,=k log, 7 bits/pel. (48)
The prediction error variance a2 in the space domain is related
to the variances in the transform domain through Parseval’s

relation,

(49)

E 7}

_/—l

The prediction errors from the predictors PFra, Sw, MC-Int,
and MC-Frac were transformed by a 16 X 16 normalized
discrete cosine transform (DCT) and the coefficient varlances
were computed for the first 64 frames of sequence ‘““Wendt.’
R;, and R, according to (47)-(49) are plotted in Fig. 9 with k
= 0.5 and 6 = 1. The values for the original pictures are also
included to give a comparison with intraframe transform
coding. The value & = 0.5 is the rate distortion bound for a
stationary Gaussian source, and 6 = 1 corresponds to 48 dB
SDR.! This is a very high quality, which explains the high bit
rate estimates. The distance between the two curves indicates
the compression that can be expected from the transform in the
hybrid coder. Clearly, the use of a more sophisticated
predlctor is less advantageous in a hybrid coder than in a
predlctxve coder. The reason is that the adaptive predictors
give a flatter spectrum. This is illustrated in Fig. 10, where
standard deviation estimates for transform coefficients along
the main diagonal are plotted.

V. SIMULATION OF AN ADAPTIVE HYBRID CODER
A. Transform Coder
In the previous section the transformed prediction error was

never quantized. A complete system contains an intraframe

! The signal-to-distortion ratio (SDR) is defined as
Peak-to-peak signal value
RMS coding error

SDR=20 - log {dB].

The peak-to-peak value is 255 in our case.
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Fig. 11. Diagonal scanning of transform coefficients.
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Fig. 12. Threshold coder quantization characteristic.

transform coder which operates on difference pictures; see
Fig. 2. Typical examples of the input to the transform coder
are given in Fig. 8. The varying statistics in background and
moving area indicate that an adaptive coder should be
advantageous. We have used a coder similar to the scene
adaptive coder of Chen and Pratt [33] for the intraframe
transform coding module outlined in Fig. 2. The scene
adaptive coder has shown good performance as an intraframe
coder; here we test it in a new environment.

A 16 X 16 discrete cosine transform is used. The transform
coefficients are quantized by a threshold coder, i.e., all
coefficients with a magnitude above a threshold are addressed
and quantized. To make the addressing efficient, each block of
transform coefficients is scanned in a diagonal fashion; see
Fig. 11. Coefficients less than the threshold are set to zero and
runlength coded. Coefficients above threshold are quantized
with a uniform quantizer; see Fig. 12. The runlengths and
quantized values are coded with separate Huffman code tables.
The output bit rate is variable but can be controlled by
adjusting the threshold and the quantization step, 7 and g,
respectively, in Fig. 12. A threshold setting of 7" = 1.5g was
found to work well over a wide range of bit rates.

B. Results

Simulations were performed with fieldwise coding of the
sequences. The four different predictors listed in Section IV-D
were used. Results are summarized in Fig. 13. The first 64
frames from each sequence were coded with three different
quantization steps: g = 5, 10, and 20. A threshold T = 1.5¢
was used. The three quantizers gave around 40, 35, and 30 dB
SDR, respectively, on sequence ‘‘Stenger.’’ The SDR was
slightly lower for sequence ‘‘Wendt.”” The coding was also
made on full frames with frame difference prediction and
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Rate
[bits/pel]
1 Field-wise coding
—————— Frame-wise coding
Sequence STENGER
1+
0.5T
' ; 4 SDR
40 . 35 30 [aB]
(a)
Rate
[bitr/pel]
PFra T

Sequence WENDT

B} SDR

40 35 ' (e8]

(b)

Bit rate versus distortion for hybrid coding of first 64 frames from
sequences (a) ‘‘Stenger’’ and (b) ‘‘Wendt.”’

5 s

Fig. 13.

motion compensation. Full frame coding performs better than
fieldwise coding. The reason is that the vertical sampling step
is halved, which increases vertical correlation and the per-
formance of the transform coder. The motion compensation
algorithms give 1 or 2 dB less prediction gain compared to
fieldwise processing, but this effect is obviously weaker than
the gain in the transform coder.

Integer motion compensation is comparable to the switched
predictor, giving 15-20 percent bit rate saving. The motion
compensator with fractional pel accuracy is clearly the best,
with 25-35 percent less bit rate than previous frame predic-
tion. Another attractive property of motion compensation is
that the bit rate varies more smoothly, as can be seen in Fig.
14.

An informal subjective evaluation was performed on se-
quence ‘‘Wendt’’ coded with quantization step g = 10 and
threshold 77 = 15, which gave approximately 33 dB SDR.
Generally, all systems gave good quality in the background.
The distortions were perceived in moving areas and in
background close to moving areas. Previous frame prediction
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Rate
[bit per pel]

0.6 -
PFra
04
Sw
MC-Int
MC-Frac
0.2 H
Field
¢ | T No.

50 100
Fig. 14. Bit rate for each field with four different predictors. Se(iuence
“Wendt,”’ 64 frames, g = 20, T = 30.

(PFra) made the worst subjective impression, and motion
compensation with fractional displacement (MC-Frac) looked
best. The distortion with PFra gave a ‘‘dirty window’’ effect,
i.e., a nonmoving noise pattern was superimposed on the
moving parts of the picture. The switched field/frame predic-
tor (Sw) gave a similar effect, although the dirty window
contained less high spatial frequency noise in the vertical
direction. The reduction of vertical HF noise in moving areas
is due to the predictor, which uses an average of the vertical
neighbors in the previous field. Hence, the prediction is a
filtered version of the previous field.

Motion compensation with integer pel displacement (MC-
Int) contained approximately the same amount of noise as
PFra, but it was less annoying. It was moving together with
the picture details, which made it less visible than a nonmov-
ing ‘‘dirty window.’?” MC-Frac looked even better. The noise
was reduced in most parts of the moving area, although it
could still be perceived near borders between moving area and
background. Obviously, the interpolation performed by MC-
Frac to get a noninteger displacement gives a filtering effect
which is very advantageous; quantization errors in the
previous frame are reduced.

Full frame coding gave the same overall impression as
fieldwise coding. We observed a difference with motion
compensation: the noise near borders between moving area
and background did not extend as far from the borders as with
fieldwise coding. It-is explained by the fact that a 16 X 16
block in a field has twice the height of a 16 X 16 block in a
frame composed of two interlaced fields.

Concluding, we find that motion compensation should be
performed with fractional pel accuracy to be effective. The
reduced dirty window effect makes motion compensation even
more advantageous than indicated by the rate versus SDR
figures.

Framewise processing is also of interest, with a bit saving of
5-20 percent compared to fieldwise coding. The drawback is
that an extra field buffer is needed. An extra delay is also
introduced by the coder. Field coding with switched prediction
is an attractive alternative to framewise coding with frame
difference prediction.

APPENDIX

The equivalence between Structures I and II, transform
domain prediction (Fig. 1) and space domain prediction (Fig.
2), respectively, can be shown with elementary block manipu-
lations. If we start with Fig. 1 and insert cascaded inverse and
forward transforms as outlined in Fig. 15, we have not
changed the system. As U is a linear transformation, the order
between transform and addition/subtraction can be changed.
This has been done in Fig. 16. A comparison with Fig. 2
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shows that the two structures are equivalent if we keep the
same quantizer, and if the space domain predictor B in Fig. 2
is chosen to be

B=UAU*.
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