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This handout provides model answers to questions like those on the midterm. For model answers
to questions about quantifier properties, see ‘Some formal analyses of determiners’ [link].

1 Adjective entailments

Classify the modifier faulty, as in faulty keyboard, as intersective, subsective, nonsubsective, or
privative, according to the typology developed by Partee 1995, and provide justification for your
classification. Provide the most restrictive classification you can. Our evaluation will not focus on
your linguistic judgments, which are entirely your own in the Jackendoff sense. Rather, we will
focus on how you reason in terms of your reported intuitions and the Partee adjective classes. (1–3
sentences.)

Model answer

The adjective faulty is subsective: for any noun N, faulty N entails N, and the meaning of
the modified form varies based on the N, so we can’t define a set of faulty things (e.g., a
faulty argument may be a perfectly good comedy sketch), which rules out the ‘intersective’
classification.

Model answer

The adjective faulty is non-subsective: while a faulty keyboard is a keyboard, we also have
faulty signal, which may indicate the failure of a signal at all. The first case shows that a faulty
N can be a N , and the second shows that a faulty N is not always an N . The only category
compatible with this is non-subsective.

2 Novel compounds

In Levin et al.’s free-response comprehension experiment, 19/20 responses for salad glove were
coded as ‘Purpose’. (The one other response was ‘Color’.) Is this expected under their account?
Say why or why not. In writing your answer, make sure to (1) classify the modifier, the head, and
the compound itself as artifact or natural kind, and (2) make meaningful use of the relevant core
hypothesis from their paper. (3–4 sentences should suffice.)

https://web.stanford.edu/class/linguist130a/section/ling130a_section_quantifiers.pdf


Model answer

In the compound salad glove, both the head and the modifier are artifacts, and the entire
compound likely refers to an artifact as well – it seems like some kind of wearable cooking
item. The 19 responses that classified the head–modifier relation as ‘Purpose’ are in-line with
Levin et al’s hypotheses. In particular, ‘Purpose’ is an event-related modifier designation, just
as the event-related modifier hypothesis predicts for artifacts. By contrast, the one ‘Color’ case
is not aligned with their hypotheses, since this is one of the Perceptual categories, a subtype of
relations we expect for compounds referring to natural kinds. Overall, though, the response
distribution seems consistent with Levin et al’s proposal. After all, they are not claiming that
compound head–modifiers relations are fully predictable or determined by their parts.

3 Compositional analysis

For each of the top (root) nodes in the following trees, provide (i) the name of the rule you used to
derive that meaning from its constituent parts, according to the handout ‘Semantic composition’,
and (ii) the meaning itself after all the allowable substitutions from function applications. Thus,
for example, given the tree on the left, either answer at right would be complete and accurate:

VP

V

teases

PN

Bart

Rule (TV) derives

�
� �
�,
� ��
�

3.1

VP

never VP

V

studies

Model answer

Rule N derives U − JstudiesK=
�

JBartK, JHomerK, JMaggieK
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3.2

QP

D

not every

NP

N

child

Model answer

Rule Q1 derives λY (T if JchildK * Y , else F)

4 Functional application

Reduce the following expressions by applying the necessary application and substitution steps. You
should reduce the expressions as far as is possible, including subexpressions.

i.
�

λx
�

4
�

�

(5)

Model answer

4

ii.
�

λy
�

λx(x > y)
�

�

(4)

Model answer

λx(x > 4)

iii.
�

�

λ f
�

λx(x < f (4))
�

�

�

λy(1+ y)
�

�

(2)

Model answer

Optionally showing intermediate steps. Only the last line is required, and the lines
before it would not earn full credit on their own due to lingering unconverted lamb-
das:

⇒
�

λx
�

x <
�

λy(1+ y)
�

(4)
�

�

(2)

⇒
�

λx(x < (1+ 4))
�

(2)
⇒ 2< (1+ 4)
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5 Quantifier entailment

In the context of our semantic grammar, we can say that a determiner D entails a determiner D′ if
and only if, whenever D(A)(B) = T, it holds that D′(A)(B) = T, for all sets A and B. Does Jnot everyK
entail JsomeK in this sense? Either prove that this entailment relation holds or prove that it does not
hold by presenting a counterexample and articulating why it is a counterexample. The meanings
for Jnot everyK and JsomeK are given in (11) and (5) of the ‘Quantifier propreties’ handout.

Model answer

According to this theory, Jnot everyK does not entail JsomeK. Consider A= {1, 2} and B = {3,4}.
Jnot everyK(A)(B) = T; since A and B are disjoint, A is not a subset of B. But in virtue of these
sets being disjoint, we have that A∩ B = ; and thus JsomeK(A)(B) = F.

6 Intersective?

Consider the hypothetical quantificational determiner uneq:

JhartigK= λX
�

λY
�

T if |X |= |Y, else F
�

�

Is this hypothetical determiner intersective (in the sense of our theory of quantificational deter-
miners)? Either show that it is intersective or present a counterexample and explain why it is a
counterexample.

Model answer

This determiner is intersective. This follows directly from the fact that the equality relation
is order independent: if |A| = |B|, then |B| = |A| for all A and B. Thus, JhartigK(A)(B) =
JhartigK(B)(A).

7 Monotonicity

Here is our usual definition of the quantificational determiner Jnot everyK:

Jnot everyK= λX
�

λY
�

T if X * Y, else F
�

�

Diagnose the first (restriction) argument as upward, downward, or nonmonotone, and explain why
this holds using Jnot everyK. (Note: this isn’t a question about your intuitions, but rather about what
we are predicting with Jnot everyK.)

Model answer

The first argument of Jnot everyK is upward monotone. To see this, assume that
Jnot everyK(A)(B) = T for some A and B. This means that there is some x such that x ∈ A
but x /∈ B. Any X such that A ⊆ X will also contain this element x , and thus X * B, which
means Jnot everyK(X )(B) = T.
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